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1. Executive Summary

In the fastchanging business world, the role of IT department is getting rmacemore complex. With diverse
business models and services provided by enterprises, IT departments are devoted to providing a reliable and
elastic productiodevel environment with prominent performance and sufficient storage resources to support
diverseworkloads. Security is alscsgynificantconcern. On top of that, all these requirements need to be ful-
filled within limited budgets.

In order to assist customers and partners to acceledsta centertransformation, Quanta Cloud Technology
(QCT), a ghml data center solution provider, provides a readyuse softwaredefineddata centersolution
QxStack/QxVBDAMHC HigkDensity Optimized SKU with following benefits:

1  Ultra-performanceand sufficient storageapacity gain ultraperformance and sufficient storage re-
sourcein one appliance for diverse scenarios.
1  Acceleratedime to value: minimize the time required to deploy new infrastructures.
1 Reliability: provide a confident choice with VMware vSAN ReadyNadetification.
1  Economicatotal cost: reduce TCO by higlensity design wittasharedenergy system
In this document QCT validatdgferent use cases, including Virtual Desktop Infrastructure (VDI) with OA (of-

fice application) and HC (high computing) applicaisrwell as mixed workload scenarios, proving the feasibil-
ity and validateebverall performance of the solution architeces.

With the abovementioned benefits and the validated use cas®@CT @xStack/QxVBEDA/MHC HigkDensity
Optimized SKii$ a valid choice for partners and custera to construct software-defined data centerand

stay in a leading position.



2. Introduction

2.1. Purpose
Tointroduce QxStack/QxVEDAHC Higtb Sy aAdé hLIWGAYAT SR {Y! IyR @ItARIG
formance and availability in multiple use cases like VDI and mwaeklload environment.
2.2. Scope
1 Introduce overall structure dPxStack/QxVBEDA/MHC HigkDensity Optimized SKU and the benefits of
this solution.
1 llustrates the hardware configuration and software stack discreetly selected by QCT in the solution.

1  Simulates different use cases in the data center includingavi@llaaSwvith mixed workloads, and
demonstrates the ultrgperformance and scalability of QxStack/Qx@AN/HC HigkDensity Opti-
mized SKU.

2.3. Audience

The intended audiensof this document are IT professionals, technical architects, and sales engivieers
would liketo replace traditional desktop and adopt softwadefined infrastructure to build VDI or laaS envi-
ronment.

Copyright© 2P0-2021 Quanta Cloud Technology Inc. 2



3. Solution Overview

3.1. Manageability, Scalability, and EfficiertdyperConverged Infrastructure

QxStack/QxVBEDAMHC HigkDensity Optimized SKib a hyer-converged infrastructure solution. Traditionally,

IT technicians face the challenges of resource management and scalability since compute and storage re-
sources are separated. Hyp€onverged Infrastructure (HCI) is a novel technology which can inéegpat-

pute, storage, and virtualization resources in a single hardware box. Every single node is capable of delivering
compute and storage resources at the same time. Several benefits are listed in detail below.

Simplified Management

In legacyconverged aritecture,since compute and storage resources are provided by different servers and
storage devicesconfiguration settings and operation management are independemganing T administra-

tors must manage two devices through different management tobdsprovide a storage device to a server,
administrators need to configure settings from LUN and Volume and then mount the storage device to the

server host for VM to access. In hygmmverged architecture, compute and storage can be regarded as a sys-

tem. Administrators can manage both compute and storage resources with a single management portal. By

I OKASGAYIRNWMADSY aYRYIADBYSYy (ié3 L¢ FTRYAYAAGNY 02NER 2y f 8
age resources. The allocation process can be autimaiat completed by a single management portal, which
significantly reduces the management effort.

Scalability and Efficiency

The hyperconverged infrastructure integrates compute and storage resources into a basic unit, called building
block. By implemerig the clustered architectur@dministratorscan add more building blocks to the cluster

to expand the overall performance and capacity. This also makes the expansion of thecbyperged archi-
tecture simple angredictable, as shown iRigurel.

The Scalability of The Scalability of

Traditional Hyper-Converged

Architecture Architecture
Come

" Compute

Compute

Figurel. Comparison between Traditional Architecture and. HCI
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3.2. Compute Capability and Storage Capacity

The server used for QxStack/Qx\HIZ HigkDensity Optimized SKiFthe QuantaPlex T423U, which is a 2U

4-node server. Compared to the general dddde server with the same storage capacity, QuantaPlex-T42S

2U provides 50% more compute power. Besides, QxStack/@XMBIC HigkDensity Optimized SKU adopts

the latest technabgy- Intel® Xeon® Scalable Processonsnleash its computing performance to a new level.

' O02NRAY3I G2 v, ntl@ XeoneSSaalnhle/PioceNg@miodzt béttar thanthe previous CPU

product familyin IOPS and throughput under hypaonvergel infrastructure With the high performance and

sufficient storage capaciffdxStack/QxVBEDA/HC HigkDensity Optimized SKOI y & dzLJLJ2 NIi Odza (i 2 Y
ness more efficiently.

3.3. Acceleratedlime to Value

Building up alata centercan be aoughand time-consuming challenge. To select the béssystemcustom-

ers have to identify the demands of their companies first and strive to understand the pros and cons of each
system structure. After that, customers still need to search for suitabieporentsand concern about the
compatibility, not to mention the complicated deployment process. In the lengtlegess customers need to

put lots of efforts and time which may result in the IT department losing the focus on core business. In view of
these factors, QCT provides a poonfigured and prevalidated total solution with softwarinstalled for cus-

tomers to accelerate time to value.

Preconfigured Hardware

To ensure hardware compatibility, Q@iBcretelyselected the components and passed the stigstting pro-

cess from system integration to electromagnetic interference to thermal testing. VMware also validates the
FSIraAoAfAGe 2F GKSaS O2YLRySyGa G2 YIS &adaNBE GKS O
ware. Thet SN SN & disSdrolmaidast dragtiBeslesign suggested by VMware are considered to
enhance the performance of the software stack. The configuration design is proven to provide outstanding
performance and seamless compatibility.

Preloaded Software

In the factory, @T will install the software and further validate the syst&uoftwarepre-loadedallows the
customerto save timeto deployment, speed ugata centerestablishment, anditilize a higher quality solu-
tion.

Copyright© 2P0-2021 Quanta Cloud Technology Inc. 4



3.4. Reliability- Pre-Validated Solution

VSANWS | R&b2RSu Aa | LINRPINIY ONBIGSR o6& +agl Nshndiiz @S
VMware®developed software and to guarantee the performance and stability of a solution. To pass vSAN

wSIF R&b2RSu OSNIATAOI ( knhgubingthérdwaré dorSporfersi firmwhara ané@ dfiver, & 2 f ¢
and software stack should be strictly examined to meet the rigorous requirementsp@@Tot of effort to-
wardscertification validation of QxStack/QxVDAMHC HigkDensity Optimized SKU. In the pdstyas com-

mon for administrators to spend weeks researching and strugglittycompatibility issues to deploy a new

system. Now, with the solution validated by QCT and VMware®, customers can rest assured of the solution
reliability and focus on strategand productive tasks.

3.5. Economical Total Cost

Economical Server InvestmeHigh Density Design

Compared with general 1Urlode server, QuantaPlex T428 saves 50% afpace consumeth a data center

and doubles compute density that can maximize the profu@A G & LISNJ & lj dzi NdSta cerde2 (i A Y
Regular 1U-hode server needs at least three servers to build up a VMware x&ANter with high availability

(HA). QxStack/Qx\MMA/-HC HigkDensity Optimized SKU can build up a v&AdNister with HA in one single
server, which simplifies the complexity of cabling, conserves space, and minowaed effort in data center
management.

Energy Savin@hared Energy System

Commonly, four 1U-hode servers use eight power supplies in total and consumev&ifs for each power
supply. QuantaPlex T42%) is a 2U 4ode server, which shares only two power supplies and consumes 1600
watt for each power supply. Compared with fdlld node servers, QuantaPlex T428 server saves up to 50%
energy consumption.

With the ultradense and efficient power consumption design, QxStack/QXAHC HigDensity Optimized
SKU can better boost resource utilization and save the total investmentlata center.

Copyright© 2P0-2021 Quanta Cloud Technology Inc. 5



4. Solution Architecture

Thefour-node server and VMware software airecluded in the solution angdossible host failure igken into
considerationto fulfill HA The overall solution architecture is shown in Fig. 2 below.

VDI

BN B e W B

Horizon

vSphere VSAN vSphere VSAN
Managed by vCenter Managed by vCenter
. (M8 (M8 - (8 | (008 000 - (0008
BT N1 T - T 11 k18
i L QCTHCIServer — | L QCTHCIServer — |

Figure2. QxStack/QxVEHC HigkDensity Optimized SKU

4.1. Hardware configuration

In QCTxStack/QxVBDAMC HigkDensity Optimized SKthe server QuantaPlex T428, a 2U 4ode
server,isused to buildthe infrastructure Theserveris capable of carigg2 CPUs iitel® Xeon® Processor
familyper node 6 SATA/SAS disks per noaledup to 512GB DDR4 RDIMM memory per node. An extra M.2
riser equipped orthe MB cansupport both SATA and PCle M.2 devices for OS boot. Some impogamntete

of QuantaPlex T423J are listed below:

1  Highfloating-point operationper second with Intel Xeon Processor and graamory bandwidth up
to 2666MHz provide outstanding performance.

1  Ultra-dense design with 4 nodes in justiit height provideprominent space and energy utilization.

1  Extra M.2riser on the motherboardsupports both SATA and PCle M.2 devices,maudides better
boot performancefor installed OS

Copyright© 2P0-2021 Quanta Cloud Technology Inc. 6



The components in this higtensity SKU are carefully evaluated and selectedhasv in Table 1:

Tablel. Hardware Configuration.

Role | Component | Total Quantity
Server Model Name QuantaPlex T422U (2U, 4Nodes) 1
CPU Intel Xeon Gold 2202.2GHz 8
Memory 32GB DDR2666 32
Storage of SSD H®Ppe {! ¢! ¢ocnbD. 4
Storage of HDD H®Ppe {1 { mMdPyC. 20
Storage Controller SAS 3008 mezzanine 4
Network Interface Card | Quanta 82599 dual port 10Gb, SF 4
Boot Device M.2 SS[240GB 4

4.2. Software Configuration

The software stack utilized in this solution includes the VMware vSphere®, VM#ieandVMware Horizom
The adoptedversionsare shown in Table 2.

Table2. Software Configuration.

Software and Service | Version
VMwarevSphere® 67SY USNLINA &S LI
9{ - Aun KeLISNBA|67U3
VMware vSAN 6.7.0
VMware Horizo® 7.10 enterprise
vCenter Server® Appliance | 6.7 U3

VMware vSphere®

VMware vSphere® ige leadingvirtualization software for cloud foundation. The primary features of the

VMware vSphere® are:

f  Server virtualization: VMware E®Xhypervisord A NIi dz £ AT Sa

sources.

a S MmamSgeadlae- K I NR £

1 Centralized management: vCenter Server®, a virtualapgi provides central management plat-

form across ESXihosts.

1  Friendly Ul: vSphere web clieatweb management user intéace,enables administrators taeasily

manage vCenter Server® or BSKosts.

1  Easy VM migration: the fiction vMotion® in VMware vSphere enables VM migration between hosts
which is vital for serveredundancy

Copyright© 220-2021 Quanta Cloud Technology Inc.



1  Auto resource balance: Distributed Resource Scheduler (DRS) can dynamically balance the shared
computing resources for VMs within a cluster.

1  Hostredundancy High aailability(HA) function monitors hosts within a cluster to deal with thest
failure. It migrates VMs toother availablehostswhenhost failureoccurs

1  Virtualized switch for VMs: Virtual Swit€kS)creates virtualized network on eadbSX host and
provides the network to eachvirtual machine Virtual Distributed Switch (VD Syhich is similar to
virtual switch,further aggregates NICs, VMkernadsid portgroupstogether for a data center The
virtualized switch thusimplifies themanagemenbn servernetwork

+agl NS G{! bxn
VSAM is the softwaredefined storagevhichcan be utilized to
¢ 33aINBILGS 20t K2aidtaQ ad2Nr3IS RSOAOSa Ayiaz Ol
within the same cluster.
provide thehyper-converged infrastructure with simple management and provision.

provide VSANM storage policies to define availability factors such as failure to tolerate.

integrate with vSphere hypervisor layer which means 100% compatibility.

= =4 =4 =

enable high scalabilithat can be either scaieut or scaleup on demands quickly.

VMware Horizon®

VMware Horizon® is the key softwaremponentof VDI with the combination of vSphere® and Horizon®. VDI
brings an easy method to manage user desktop pools and apps environment with higher seaiefficient
resourceutilization. VMware Horizon® delivers a centralized virtual desktop managemetfdnoh, different

forms of virtual desktop deploymend, simpleupdated desktop image for desktop groups, and simple security
control of virtual desktops. Meanwhile, it effectively minimizes the management time and cost, and brings end
users virtual desktas across devices and géxations with full utilization.

VMware Horizon® 7 enterprise edition is the version adopted in the solatidrtherelated componentsser-
vices utilized arshown in Table Below.

Copyright© 2P0-2021 Quanta Cloud Technology Inc. 8



Table3. VMware Horizon® Software Features.

Name Description

Connection server acts as a bridge for client connections. Connection Server a|
ticates users through Microsoft Active Directory and directs the request to the a
propriate VM, phyical or blade PC, or Windows Terminal Services server. Conr
Horizon® Connection tion server provides management capabilities such as enabling SSO, authentic
client users, entitling client users to specific desktops or pools, creating links be
tween users and desktopstae A connection server is used in the solution as the
management platform.

This client software which accesses remote desktops and applications can run
tablet, a phone, a notebook, etc. After logging in, users are authorizedda list
Horizon® Client of remote desktops and apps. Permission may require Active Directory credent
a UPN, a smart card PIN, an RSA SecurelD, or an authentication token. In the
tion, the View Clients are installed and used to log in to the virtual desktojicest

The Active Directory is developed from Microsoft for the Windows system domé
networks. The Horizon® needs Active Directory infrastructure to perform the us
validation and management. One Active Directory server is used irothéah to
manage the VDI topology.

Active Directory

lOGAY3 +a I oNARIS 6S0G6SSy | 2NAT 2yt
Horizon® Agent source parent VMs is used for the communication between client and virtual ma
chines.

VMware NSX®

VMware NSX® is a softwadlefined network that delivers scalable and flexible network architecture in the
vSphere@In cortrast to traditional server networking, VMware NSx¥@roduces Laye? to Layer 7 network
model in the software fornto simplify netwak managementlts logical functions can be created on demand
any timeto providethe flexibility ofserver infrastructure on either securitpanagement or security controln
addition, its programmable API featuisealso critical to achiew#ata centerautomation

VMware NSX® consists of several main components, as shown in Table 4. VMware NSX® 6 enterprise edition is
the versionadopted in this solution.

Copyright© 220-2021 Quanta Cloud Technology Inc. 9



Name

Tabled4. VMware NSX® Software Features.

Description

b{ -t alyl 3

b{-t albyr3aSNu A& GKS YIylFI3aSySyd LX I yS
nent of NSX®, installed as a virtual appliance in the vCenter Server®. It determines
core configuration of the whole system.

b{-1 /2y dN

b{- -t /2y dNRf {{SNMU IAyaS GIKKS (O 2GR0y/NBNB t & @A N
AYVF2NNEFGA2Y adzOK & t23A0Ft agAidaOKSa
control point for all logical switches. It processes the information of all virtual machin
hosts,andlog O f ag6A G0 0OKS&a® ¢KS /2y GNRff SN 3
Unicast and Hybrid. These modes make NSX® decouple from the physical network

b{-t 9R3ISK {
way

¢KS 9R3ISu {SNBAOS DI GSsl & 69{ Dbouth taffi¢
for a data center. It consists of built services such as routing, load balancer, DHCP,
rameter firewall, NAT, SSL VPN, etc.

NSX® Distributed Logical
Router

NSX® Distributed Logical Router (DLR) is able to providevesistlistributed routing
with tenant IP address space and data path isolation between switches. The key fun
of DLR allows VMs or workloads that reside on the same host with different submet
communicate with each other without having to traverse a traditional routing interfac
thus, the traffic is optimized. DLR also supports both dynamic routing and static rout
and provides the functions such as L2 bridging, DHCP relay, etc.

NSX®istributed Firewall

NSX® Distributed Firewall (DFW) is a hypervisor kembedded firewall that provides

visibility and control for virtualized workloads and networks. L2 to L4 access control
cies can be created based on VMware vCenter® objectsasudata centers, clusters, vi
tual machine names, and tags, and network construction such as IP/VLAN/VXLAN &
dresses as well as user group identity from the Microsoft Active Directory. The natul
this firewall can automatically extend firewall capacitiien additional hosts are added
to the data center.

Copyright© 2P0-2021 Quanta Cloud
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5. Solution Use Case

QxStack/QxVBDAMHC HigkDensity Optimized SKU is the solution which can be provided for several common
use cases as follows &m enterpriseenvironment.

5.1. Virtual desktops servic@sovisioning

Nowadays, enterprises invest considerable resource and expense in providing personal cemjihtdiverse

OS and applicatiorfer employeego fulfill different working demands. Due to the inevitable demand of devices,
software management, arkstation maintenance, and troubleshooting are thus getting more complicated and
time-consuming for administratordo tackle these difficultieQxVDIOAMHC HigkDensity Optimized SKU can
deliver up to 300 Windows desktops with higfficiency applicatin and desktop image managementin a single
T42S2U server.

5.2. Mixed workloads and stable storage performance

Enterprisesare concerned about thquality ofstableservices from a@ata centerto provide end users great
experience since different VM workloads such as web services, databasecanthgerce service are com-
monly executed in a data centéfhe standardo evaluatethe infrastructure's performances thusregarded
asthe most imporant indexfor enterprisesQCT's QxStack/QxVWDAMHC HigfDensity Optimized SKU can
load up and execute mixed workloads, and provide ws8hared datastore i data center.

5.3. Micro-segmentation on services

Since gber-attacks issuesare complicated and mauytilize multiple methods ananalware agerd toinfiltrate a
data center traditional firewals only provide limited protection for the cloud environment This limitation is
primarily due toa i NI RA (i A 2 ydifdctivehds#al anprentiis@snvironments only To overcome this
QxStack/QxVEDAHC HigkDensity Optimized Skdffers anintegrated securitynodelfor the overall data cen-
ter. By using this SKiflexiblesecurity policiegan span across all the hostad servicegasilythat isolat and
segmenteveryobjectwherever it moves andegardless of itmetwork topology

Copyright© 2P0-2021 Quanta Cloud Technology Inc. 11



6. Solution Validation

6.1. Virtual Desktop Infrastructur&iew Planner

Tests are conducted to validate the VDI capadaityd performanceof our solutionusing"View Plannér. View

Planneris aVMware designedirtual desktopbenchmark tookhat analyses/DI envionmer® & LIS NJF 2 N |
and desktop experienc&@hebenchmark mechanisis controlled by thedvView Planner harnegsind itmanages

the targeted desktopgs KA OK ' NB Ay aidl f t S RtolavkhdhdpecificabrBandanditestyighs NJ | 3 ¢
Plannerdefined 6 2 NJ] LINR FAf S¢ G2 OF (S 32 Ndteshhgan&defiDekd NIz It LINE TiM 1
to categorizeselectedbenchmarkinfrastructure setingsto perform test. The test will bexecuted ineither

local or remote modethe former generates workloadlirectly on target desktops while the tat utilizesaddi-

tional desktops tdaunch sessionand generate workloads aarget desktopsEventually, the View Planner will

collect the latency dataf the desktopsand produce report

6.1.1. Virtual Desktop Infrastructure (VOBst: Overview

The View Planner offellecal, remote and passive remote mode for benchniragkThe passive remote mode,

which mapsclient desktopsindtargeted desktops in onto-multiple magpping is adoptedo perform the bench-

markingt NA Yl NAf &> +ASg tfFyySNI OFfOdzlGSa GKS avz2{ I
the quality of service, ratio of actual to expected operations and performance will be collected, and list on the
test report. A compliant test result muatcomplish the followingonditions: QoS latency groups under respec-

tive threshold and more than 0.9 of the ratio of actual to expected operations. In verdict, reaching these condi-
GA2ya YSIyAy3a GKIG GKS aedaidSy Aa O2YLX Al ylalddsk K =+ a g
top experience.

The goal of the tests is to showcase a formal performance reference from the approximately saturated system
for various scenarios therefore the tests are performed to reach its capability of theoretical upperQgiit.

chose two verk profilesfor two scenarigrespectively one is customizegrofile for lightweightOffice Applica-

tion environmentwhile the other isaview planner predefinedtandard profilefor typicalHighCompute inten-

sive environmentSeveral view planner workloads are involved in the test, whichMf8eOffice applications,

Adobe Reader, Chrome browsand Windows Media Playefhetwo scenariéa Q NXBf I 4§ SR gahd] LINI
respective workloadfom view planneiarelisted in tableb:

Table5. View Planner workprofile and workloads

Senario View Planner workprofile | View Planner workloads
Office Aplication TestProfile Office vp_Adobe, vp_msExceI, vp_msOutlook, vp_msPoy
- Point, vp_msWord
High Compute vp_Adobe, vp_Chrome, vp_ChromeWebAlbum,
standardTestProfile_chromg vp_msExcel, vp_msOutlook, vp_msPowerPoint,
vp_msWord, vp_winMediaPlayer

In thetestenvirorment, a T41S2U server is utilized as client servetdoad all theserviceVMsand clientdesktop
pool. On the T428U servey only the target desktop poas deployedas test targetWhen the View Planner
starts the benchmark, it controls theggents that install on both client and targetsldopsto executetasks. The

Copyright© 2P0-2021 Quanta Cloud Technology Inc. 12



client desktops will lauch the Horizon Client applicatiand link to the target desktopsn which applications
will be launchedby agentio perform automatic stress test.

To ensure that thalesktop experience and system performance aceeptablevhen system ismaximum re-
sourceuse issoonreached QCT monitoredseveral parametersrom the view plannerand categorizedthem
with specificthresholdsas success criteria table6:

Table6. View planner parameters threshold.

[IKNBakKzfR

aSyY2NEB
aSyY2NER

6.1.2. Virtual Desktop Infrastructure (VOBst: Technic&onfiguration

Onthe client serveryCenter igdleployedto provide central control othe data centerthe Horizon Connection
service is installed on a Windowsr8er 2016to provide instantclone desktopdor all the tests The Active
directory and domain name service are installecaaecond Windows Server 2016 to proviategrated domain
user service for VDThe DHCP servitgnstalled onathird Windows Server 201@rovidingIP addressefr the
desktop poobf VMs.Avirtualdesktop pool is deployednd acsas client tdaunch theHorizon/ £ A Sy G Q&

In the test cluster, &irtual desktop pool is deployed betest targetin which the workloadare being executed.

The overalltopology of thetestenvironment is shown in figur& below and thedetails of servic&/Ms that are
located on server T41&8Jis listed in tabldelow.

Client Desktop Pool

__________________________

View Planner VM \
Horizon

VCSA AD&DNS  DHCP  cqhhection \
server server Server - m===mmmmmmmmm—mmmmmmmmoo ;
1
3 eIy 1
VM VM VM i 'E;Q" %5’ '53’ 5&‘ ! Test Desktop Pool
L
VSAN cluster VSAN cluster

vSphere Data Center

T41S-2U server, 4 nodes

T42S-2U server, 4 nodes

T3048-LY2 switch

Figure3. VDI Testing Topology.
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Table7. virtual server spec.

Server | role | amount VvCPU| VRAM | VM Disk
vCenter server Data center management 1 4 16GB 30GB
Windows server 2016 Active Directory, DNS 1 2 2GB
Windows server 2016 DHCP 1 2 2GB
Windows server 2016 Horizon Connection service 1 4 10 GB
View planner harnesy View Plannercentral control 1 8 8GB

There are twoNindows 10 x64irtual desktopconfiguratiors selected for the VDI testA 300 VMs desktop
poolis deployedandits primaryvirtual hardwaresettingis 2 vCPU, 2GB vRANhe 32GBdiskanda VMXNET3
VNIC Another 200 VMsdesktop pools deployedandits primary virtual hardware setting is 2 vCPU, 4GB
VRAM, one 32GB disk and/MXNET3 vNIThe twoscenariosand therespectivetest configuratiors of VM

are listed in tables.

S@&nario
Office Automation

High Compute

Table8. VM Profiles for OA and HC.

300

Wind 1x64
indows 200

2GB

oS Desktop Amount | vCPU| VRAM | VM disk size| VN

IC
1

4GB 32GB

1

In theview plannertests, the cramp up time& was set to600and 460seconddor the custom and standard
test respectivelyto which the view planner waits for a random amount of time between Othmspecific
numberbefore each iteration being executed in multiple VNad tis timesettingNB R dzO S a
ing. Both the two tests are set with seconds think time, 5 iterationand BLAST display protocdls listed in

table 9 below:

Table9. View Planner configurations.

aeaiusyoQ

{ OSYy | NA 2 | hFFAOS I LI | A3K / 2 YLz
¢Sald 62Ny fi ¢SadtNRPFTAL adl yRINRCSAGL

bdzYo SNJ 2 F on n HA N

wk YL ' LI A cnn nc n

CKAY ]l CAY p

bdzYd SNJ 2 F A p

SAaLX & t2 [ {¢

LS 2F 585 +5 L
wSY2:iS asSaaa 0

6.1.3. Virtual Desktop Infrastructure (VDBst: Result

Thereport revealed thestatisticsof testincluding configurations and performancehekey parametersare the

I Y R coitaNRidzheprasent tHeP$ ghdstofage sensitive in the virtual desktops
respectively and theRatio of @tual to expected operations.dgh the tess are completedvith no desktop ses-
sions failed andvith compliant result therefore theystem is stable for acceptable user experience

G DNR dzLJ ! €
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Thetest resultsummaryof the two test profiles are listed in tabE) which included thegroup A and group B
valueof CPU and storage sensitivitatio of actual to expected operatiorend discardeddesktop count

Tablel0. VDI Test Results Statistic

It {Syaad ne T y{pSd neT TP g
{i2N}y 23S { Sy nbrpHc {§ pdp pmH
wkidiAz 2F I Ol nod g Yol
2 LISNI (A2
5A40F NRSR R n n

According to thdestresultT 2 NJ a O S ythekih 2ompidtetinéth group Alatency0.7859second group B
latency4.7526secondthe Ratio of actual to expected operations reacl@9andthe discarded desktop count

is Q meanwhile, he memoryusageand memory balloomf the four server nodeare recorded in view planner

as well In verdictthe CPU and storade 4 Sy OAS&a I NB 6A0GKAY G(KS GKNBaK2ftR
rate is 99%no desktops were failed to tesindthe memory usage and balloon atentrolled within thethresh-

old. Allthe outcomematched the success criteriand detailsare shown infigure4 ¢ 7 below.

2.1 Workload Profile

Work Profile Name TestProfile_Office

2.2 Run Profile

Run Profile Name passive_300vm_office
Number Of Vms 300

Ramp Up Time 600

Think Time S

Number Of Iterations 5

Discarded Desktop Count 0

Display Protocol blast
Type Of Desktop vdi

Figure4. Scenario: Orofile.
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3. View Planner Score

Test Name nov20_300vm_office
Test Mode passive
Latency Data Mode local

Test Start Time

2019-11-20 03:01:59

Test End Time

20159-11-20 04:54:56

Test Status

Completed

3.1 Workgroup - worker: QoS Summary

Latency Group

95th Percentile Latency in Seconds
(Lower is Better)

Threshold in Seconds

Group A (CPU Sensitive)

0.7859

Group B (Storage Sensitive) | 4.7526

Figure 1. 95th Percentile latency

—— Group A threshold
= Group B threshold
E lLatency (Seconds)

Latency (Seconds)

Group A

Work Groups

Group B

Figureb. Scenario: Oferformance.
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4. Operation Details
4.1 Workgroup - worker: Executed Vs Expected Operation Ratio
\ Ratio of Actual to Expected Operations (0.0 to 1.0) 0.99
4.2 Workgroup - worker: Application Response Time
Table 1. Workload Event Latency Statistics

Operation Group Executed / Expected Count Mean Median Variance
excel_close Group A 899/900 0.0881 0.0892 0.0003
excel_data_entry Group A 4495/4500 0.1173 0.1039 0.0039
excel_maximize Group A 899/900 0.4916 0.4538 0.0085
excel_minimize Group A 899/900 0.3004 0.2981 0.0006
excel_open Group B 899/900 1.6276 1.5102 0.2009
excel_saveas Group B 899/900 0.3902 0.3782 0.0054
excel_sort Group A 4495/4500 0.185 0.1732 0.0098
outlook_close Group A 856/900 0.3621 0.3508 0.0021
outlook_open Group B 860/900 0.7096 0.6873 0.0091
outlook_read Group B 4280/4500 0.566 0.4969 0.0692
outlook_restore Group B 856/900 0.13 0.1049 0.0281
pdf_browse Group A 18000/18000 0.0859 0.081 0.0003
pdf_close Group A 900/900 0.6637 0.5623 0.0281
pdf_maximize Group A 900/900 0.9095 0.9031 0.0029
pdf_minimize Group A 900/900 0.6386 0.5525 0.0167
pdf_open Group B 900/900 1.1714 1.0837 0.1052
pptx_append_slide Group A 3600/3600 0.2343 0.0988 0.111
pptx_close Group A 900/900 0.2181 0.21 0.0016
pptx_maximize Group A 900/900 0.2576 0.2545 0.0001
pptx_minimize Group A 900/900 0.2943 0.2893 0.0012
pptx_modify_slide Group A 3600/3600 0.1509 0.1409 0.0049
pptx_open Group B 900/900 4.3286 4.2605 0.3619
pptx_run_slide Group A 9000/9000 0.0322 0.0136 0.0012
pptx_saveas Group None 900/900 4.6465 46629 0.1508
word_close Group A 897/900 0.8052 0.8153 0.2654
word_maximize Group A 900/900 0.909 0.9026 0.0105
word_minimize Group A 900/900 0.5815 0.5557 0.0065
word_maodify Group A 4485/4500 0.0768 0.0698 0.001
word_open Group B 900/900 46665 46692 0.5587
word_save Group B 897/900 3.2489 3.1922 0.086

Figure6. Scenario: OAperation details.
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Figure7: Scenario: OAresourceusage

I O0O2NRAY3I G2 (GKS (Said NBadzZ G F2NJ aOSyINR2 dal/ ¢33 GK.
latency 5.5912 second, the Ratio of actual to expected operations reached 1.0 and the discarded desktop count

is 0,meanwhile, the memory usage and memory balloon of the four server nodes are recorded in view planner
aswell. Irconclusio GKS /t! YR &aG2N}3S fFGSyOASa NS 6AGKAY
tion rate is100%, no desktops failednd the memory usage and balloon are controlled within the threshold. All

the outcome matched the success criteria and details are shown in f&jliidelow.

Figure8. ScenarioHGprofile.
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