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1. Executive Summary   

In the fast-changing business world, the role of IT department is getting more and more complex. With diverse 

business models and services provided by enterprises, IT departments are devoted to providing a reliable and 

elastic production-level environment with prominent performance and sufficient storage resources to support 

diverse workloads. Security is also a significant concern. On top of that, all these requirements need to be ful-

filled within limited budgets. 

In order to assist customers and partners to accelerate data center transformation, Quanta Cloud Technology 

(QCT), a global data center solution provider, provides a ready-to-use software-defined data center solution- 

QxStack/QxVDI-OA/HC High-Density Optimized SKU with following benefits: 

¶ Ultra-performance and sufficient storage capacity: gain ultra-performance and sufficient storage re-

source in one appliance for diverse scenarios. 

¶ Accelerated time to value: minimize the time required to deploy new infrastructures.  

¶ Reliability: provide a confident choice with VMware vSAN ReadyNodeTM certification. 

¶ Economical total cost: reduce TCO by high-density design with a shared energy system. 

In this document QCT validates different use cases, including Virtual Desktop Infrastructure (VDI) with OA (of-

fice application) and HC (high computing) application as well as mixed workload scenarios, proving the feasibil-

ity and validated-overall performance of the solution architectures.  

With the above-mentioned benefits and the validated use cases, QCTΩǎ QxStack/QxVDI-OA/HC High-Density 

Optimized SKU is a valid choice for partners and customers to construct a software-defined data center and 

stay in a leading position.  
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2. Introduction 

2.1. Purpose 

To introduce QxStack/QxVDI-OA/HC High-5Ŝƴǎƛǘȅ hǇǘƛƳƛȊŜŘ {Y¦ ŀƴŘ ǾŀƭƛŘŀǘŜ ǘƘŜ ǎƻƭǳǘƛƻƴΩǎ ƻǳǘǎǘŀƴŘƛƴƎ ǇŜǊπ
formance and availability in multiple use cases like VDI and mixed-workload environment. 

2.2. Scope 

¶ Introduce overall structure of QxStack/QxVDI-OA/HC High-Density Optimized SKU and the benefits of 

this solution. 

¶ Illustrates the hardware configuration and software stack discreetly selected by QCT in the solution. 

¶ Simulates different use cases in the data center including VDI and IaaS with mixed workloads, and 

demonstrates the ultra-performance and scalability of QxStack/QxVDI-OA/HC High-Density Opti-

mized SKU. 

2.3. Audience 

The intended audiences of this document are IT professionals, technical architects, and sales engineers who 

would like to replace traditional desktop and adopt software-defined infrastructure to build VDI or IaaS envi-

ronment. 
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3. Solution Overview 

3.1. Manageability, Scalability, and Efficiency- Hyper-Converged Infrastructure 

QxStack/QxVDI-OA/HC High-Density Optimized SKU is a hyper-converged infrastructure solution. Traditionally, 

IT technicians face the challenges of resource management and scalability since compute and storage re-

sources are separated. Hyper-Converged Infrastructure (HCI) is a novel technology which can integrate com-

pute, storage, and virtualization resources in a single hardware box. Every single node is capable of delivering 

compute and storage resources at the same time. Several benefits are listed in detail below. 

Simplified Management 

In legacy-converged architecture, since compute and storage resources are provided by different servers and 

storage devices, configuration settings and operation management are independent, meaning IT administra-

tors must manage two devices through different management tools. To provide a storage device to a server, 

administrators need to configure settings from LUN and Volume and then mount the storage device to the 

server host for VM to access. In hyper-converged architecture, compute and storage can be regarded as a sys-

tem. Administrators can manage both compute and storage resources with a single management portal. By 

ŀŎƘƛŜǾƛƴƎ Ŧǳƭƭ άǇƻƭƛŎȅ-ŘǊƛǾŜƴ ƳŀƴŀƎŜƳŜƴǘέΣ L¢ ŀŘƳƛƴƛǎǘǊŀǘƻǊǎ ƻƴƭȅ ƴŜŜŘ ǘƻ ŘŜŦƛƴŜ ǘƘŜƛǊ ƻǿƴ ŎƻƳǇǳǘŜ ŀƴŘ ǎǘƻǊπ

age resources. The allocation process can be automatically completed by a single management portal, which 

significantly reduces the management effort. 

Scalability and Efficiency 

The hyper-converged infrastructure integrates compute and storage resources into a basic unit, called building 

block. By implementing the clustered architecture, administrators can add more building blocks to the cluster 

to expand the overall performance and capacity. This also makes the expansion of the hyper-converged archi-

tecture simple and predictable, as shown in Figure 1. 

 

Figure 1. Comparison between Traditional Architecture and HCI. 
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3.2. Compute Capability and Storage Capacity 

The server used for QxStack/QxVDI-HC High-Density Optimized SKU is the QuantaPlex T42S-2U, which is a 2U 

4-node server. Compared to the general 1U 1-node server with the same storage capacity, QuantaPlex T42S-

2U provides 50% more compute power. Besides, QxStack/QxVDI-OA/HC High-Density Optimized SKU adopts 

the latest technology - Intel® Xeon® Scalable Processors to unleash its computing performance to a new level. 

!ŎŎƻǊŘƛƴƎ ǘƻ v/¢Ωǎ ǘŜǎǘƛƴƎ ǊŜǎǳƭǘǎ, Intel® Xeon® Scalable Processors perform better than the previous CPU 

product family in IOPS and throughput under hyper-converged infrastructure. With the high performance and 

sufficient storage capacity, QxStack/QxVDI-OA/HC High-Density Optimized SKU Ŏŀƴ ǎǳǇǇƻǊǘ ŎǳǎǘƻƳŜǊΩǎ ōǳǎƛπ

ness more efficiently. 

3.3. Accelerated Time to Value 

Building up a data center can be a tough and time-consuming challenge. To select the best-fit system custom-

ers have to identify the demands of their companies first and strive to understand the pros and cons of each 

system structure. After that, customers still need to search for suitable components and concern about the 

compatibility, not to mention the complicated deployment process. In the lengthy process, customers need to 

put lots of efforts and time which may result in the IT department losing the focus on core business. In view of 

these factors, QCT provides a pre-configured and pre-validated total solution with software-installed for cus-

tomers to accelerate time to value. 

Pre-configured Hardware 

To ensure hardware compatibility, QCT discretely selected the components and passed the strict testing pro-

cess from system integration to electromagnetic interference to thermal testing. VMware also validates the 

ŦŜŀǎƛōƛƭƛǘȅ ƻŦ ǘƘŜǎŜ ŎƻƳǇƻƴŜƴǘǎ ǘƻ ƳŀƪŜ ǎǳǊŜ ǘƘŜ ŎƻƳǇŀǘƛōƛƭƛǘȅ ōŜǘǿŜŜƴ ǘƘŜ ŎƻƳǇƻƴŜƴǘǎ ŀƴŘ ±aǿŀǊŜΩǎ ǎƻŦǘπ

ware. The ǎŜǊǾŜǊΩǎ ŦŜŀǘǳǊŜǎ ŀƴŘ disk group ratio best practices design suggested by VMware are considered to 

enhance the performance of the software stack. The configuration design is proven to provide outstanding 

performance and seamless compatibility. 

Pre-loaded Software 

In the factory, QCT will install the software and further validate the system. Software pre-loaded allows the 

customer to save time to deployment, speed up data center establishment, and utilize a higher quality solu-

tion. 
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3.4. Reliability - Pre-Validated Solution 

vSAN wŜŀŘȅbƻŘŜϰ ƛǎ ŀ ǇǊƻƎǊŀƳ ŎǊŜŀǘŜŘ ōȅ ±aǿŀǊŜϯ ǘƻ ǾŜǊƛŦȅ ǘƘŜ ŎƻƳǇŀǘƛōƛƭƛǘȅ ōŜǘǿŜŜƴ ǎŜǊǾŜǊ ǇƭŀǘŦƻǊƳs and 

VMware®-developed software and to guarantee the performance and stability of a solution. To pass vSAN 

wŜŀŘȅbƻŘŜϰ ŎŜǊǘƛŦƛŎŀǘƛƻƴΣ ŀƭƭ ǘƘŜ ŘŜǘŀƛƭǎ ƻŦ ŀ ǎƻƭǳǘƛƻn including hardware components, firmware and driver, 

and software stack should be strictly examined to meet the rigorous requirements. QCT put a lot of effort to-

wards certification validation of QxStack/QxVDI-OA/HC High-Density Optimized SKU. In the past, it was com-

mon for administrators to spend weeks researching and struggling with compatibility issues to deploy a new 

system. Now, with the solution validated by QCT and VMware®, customers can rest assured of the solution 

reliability and focus on strategic and productive tasks. 

3.5. Economical Total Cost 

Economical Server Investment- High Density Design 

Compared with general 1U 1-node server, QuantaPlex T42S-2U saves 50% of space consumed in a data center 

and doubles compute density that can maximize the productƛǾƛǘȅ ǇŜǊ ǎǉǳŀǊŜ Ŧƻƻǘ ƛƴ ŎǳǎǘƻƳŜǊǎΩ data center. 

Regular 1U 1-node server needs at least three servers to build up a VMware vSANϰ cluster with high availability 

(HA). QxStack/QxVDI-OA/-HC High-Density Optimized SKU can build up a vSANTM cluster with HA in one single 

server, which simplifies the complexity of cabling, conserves space, and minimizes overall effort in data center 

management. 

Energy Saving- Shared Energy System 

Commonly, four 1U 1-node servers use eight power supplies in total and consume 800 watts for each power 

supply. QuantaPlex T42S-2U is a 2U 4-node server, which shares only two power supplies and consumes 1600 

watt for each power supply. Compared with four 1U 1-node servers, QuantaPlex T42S-2U server saves up to 50% 

energy consumption. 

With the ultra-dense and efficient power consumption design, QxStack/QxVDI-OA/HC High-Density Optimized 

SKU can better boost resource utilization and save the total investment in a data center. 
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4. Solution Architecture 

The four-node server and VMware software are included in the solution and possible host failure is taken into 

consideration to fulfill HA. The overall solution architecture is shown in Fig. 2 below. 

 
Figure 2. QxStack/QxVDI-HC High-Density Optimized SKU. 

4.1. Hardware configuration 

In QCT QxStack/QxVDI-OA/HC High-Density Optimized SKU, the server QuantaPlex T42S-2U, a 2U 4-node 

server, is used to build the infrastructure. The server is capable of carrying 2 CPUs in Intel® Xeon® Processor 

family per node, 6 SATA/SAS disks per node, and up to 512GB DDR4 RDIMM memory per node. An extra M.2 

riser equipped on the MB can support both SATA and PCIe M.2 devices for OS boot. Some important features 

of QuantaPlex T42S-2U are listed below: 

¶ High floating-point operation per second with Intel Xeon Processor and great memory bandwidth up 

to 2666MHz provide outstanding performance. 

¶ Ultra-dense design with 4 nodes in just 2-unit height provides prominent space and energy utilization. 

¶ Extra M.2 riser on the motherboard supports both SATA and PCIe M.2 devices, and provides better 

boot performance for installed OS. 
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The components in this high-density SKU are carefully evaluated and selected, as show in Table 1:  

. 

Table 1. Hardware Configuration. 

Role Component Total Quantity 

Server Model Name QuantaPlex T42S-2U (2U, 4Nodes) 1 

CPU Intel Xeon Gold 5220 2.2GHz 8 

Memory  32GB DDR4-2666 32 

Storage of SSD нΦрέ {!¢! фслD. 4 

Storage of HDD нΦрέ {!{ мΦу¢. 20 

Storage Controller SAS 3008A mezzanine  4 

Network Interface Card Quanta 82599 dual port 10Gb, SFP+ 4 

Boot Device M.2 SSD 240GB 4 

4.2. Software Configuration  

The software stack utilized in this solution includes the VMware vSphere®, VMware vSAN, and VMware Horizon®. 

The adopted versions are shown in Table 2. 

Table 2. Software Configuration. 

Software and Service Version 

VMware vSphere® 6.7 ŜƴǘŜǊǇǊƛǎŜ Ǉƭǳǎ 9Řƛǘƛƻƴϰ 

9{·ƛϰ ƘȅǇŜǊǾƛǎƻǊ 6.7 U3 

VMware vSAN 6.7.0 

VMware Horizon® 7.10 enterprise 

vCenter Server® Appliance 6.7 U3 

VMware vSphere® 

VMware vSphere® is the leading virtualization software for cloud foundation. The primary features of the 

VMware vSphere® are: 

¶ Server virtualization: VMware ESXiϰ hypervisor ǾƛǊǘǳŀƭƛȊŜǎ ǎŜǊǾŜǊΩǎ ƘŀǊŘǿŀǊŜ ƛƴǘƻ manageable re-

sources. 

¶ Centralized management: vCenter Server®, a virtual appliance, provides central management plat-

form across ESXiϰ hosts. 

¶ Friendly UI: vSphere web client, a web management user interface, enables administrators to easily 

manage vCenter Server® or ESXiϰ hosts. 

¶ Easy VM migration: the function vMotion® in VMware vSphere enables VM migration between hosts 

which is vital for server redundancy. 
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¶ Auto resource balance: Distributed Resource Scheduler (DRS) can dynamically balance the shared 

computing resources for VMs within a cluster. 

¶ Host redundancy: High availability (HA) function monitors hosts within a cluster to deal with the host 

failure. It migrates VMs to other available hosts when host failure occurs. 

¶ Virtualized switch for VMs: Virtual Switch (VS) creates virtualized network on each ESXiϰ host and 

provides the network to each virtual machine. Virtual Distributed Switch (VDS), which is similar to 

virtual switch, further aggregates NICs, VMkernals, and portgroups together for a data center. The 

virtualized switch thus simplifies the management on server network. 

±aǿŀǊŜ Ǿ{!bϰ  

vSANϰ is the software-defined storage which can be utilized to: 

¶ ŀƎƎǊŜƎŀǘŜ ƭƻŎŀƭ ƘƻǎǘǎΩ ǎǘƻǊŀƎŜ ŘŜǾƛŎŜǎ ƛƴǘƻ ǘƘŜ ǎƘŀǊŜŘ Řŀǘŀ ǎǘƻǊŜ ŀƴŘ ǇǊƻǾƛŘŜ ŀŎŎŜǎǎ ŀŎǊƻǎǎ Ƙƻǎǘǎ 

within the same cluster. 

¶ provide the hyper-converged infrastructure with simple management and provision. 

¶ provide vSANϰ storage policies to define availability factors such as failure to tolerate. 

¶ integrate with vSphere hypervisor layer which means 100% compatibility. 

¶ enable high scalability that can be either scale-out or scale-up on demands quickly. 

VMware Horizon® 

VMware Horizon® is the key software component of VDI with the combination of vSphere® and Horizon®. VDI 

brings an easy method to manage user desktop pools and apps environment with higher security and efficient 

resource utilization. VMware Horizon® delivers a centralized virtual desktop management platform, different 

forms of virtual desktop deployment, a simple-updated desktop image for desktop groups, and simple security 

control of virtual desktops. Meanwhile, it effectively minimizes the management time and cost, and brings end 

users virtual desktops across devices and geo-locations with full utilization. 

VMware Horizon® 7 enterprise edition is the version adopted in the solution and the related components/ser-

vices utilized are shown in Table 3 below. 
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Table 3. VMware Horizon® Software Features. 

Name Description 

Horizon® Connection 

Connection server acts as a bridge for client connections. Connection Server authen-

ticates users through Microsoft Active Directory and directs the request to the ap-
propriate VM, physical or blade PC, or Windows Terminal Services server. Connec-
tion server provides management capabilities such as enabling SSO, authenticating 

client users, entitling client users to specific desktops or pools, creating links be-
tween users and desktops, etc. A connection server is used in the solution as the VDI 
management platform. 

Horizon® Client 

This client software which accesses remote desktops and applications can run on a 
tablet, a phone, a notebook, etc. After logging in, users are authorized to use a list 
of remote desktops and apps. Permission may require Active Directory credentials, 
a UPN, a smart card PIN, an RSA SecureID, or an authentication token. In the solu-
tion, the View Clients are installed and used to log in to the virtual desktop services. 

Active Directory 

The Active Directory is developed from Microsoft for the Windows system domain 
networks. The Horizon® needs Active Directory infrastructure to perform the user 
validation and management. One Active Directory server is used in the solution to 
manage the VDI topology. 

Horizon® Agent 

!ŎǘƛƴƎ ŀǎ ŀ ōǊƛŘƎŜ ōŜǘǿŜŜƴ IƻǊƛȊƻƴϯ ŀƴŘ ±aǎΩ ƎǳŜǎǘ h{Σ ǘƘŜ !ƎŜƴǘ ƛƴǎǘŀƭƭŜŘ ƻƴ ǘƘŜ 
source parent VMs is used for the communication between client and virtual ma-

chines. 

VMware NSX® 

VMware NSX® is a software-defined network that delivers scalable and flexible network architecture in the 

vSphere®. In contrast to traditional server networking, VMware NSX® reproduces Layer 2 to Layer 7 network 

model in the software form to simplify network management. Its logical functions can be created on demand 

any time to provide the flexibility of server infrastructure on either security management or security control. In 

addition, its programmable API feature is also critical to achieve data center automation. 

VMware NSX® consists of several main components, as shown in Table 4. VMware NSX® 6 enterprise edition is 

the version adopted in this solution. 
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Table 4. VMware NSX® Software Features. 

Name Description 

b{·ϯ aŀƴŀƎŜǊϰ 

b{·ϯ aŀƴŀƎŜǊϰ ƛǎ ǘƘŜ ƳŀƴŀƎŜƳŜƴǘ ǇƭŀƴŜ ŀƴŘ ŎŜƴǘǊŀƭƛȊŜŘ ƴŜǘǿƻǊƪ ƳŀƴŀƎŜƳŜƴǘ ŎƻƳǇƻπ
nent of NSX®, installed as a virtual appliance in the vCenter Server®. It determines the 
core configuration of the whole system.  

b{·ϯ /ƻƴǘǊƻƭƭŜǊϰ 

b{·ϯ /ƻƴǘǊƻƭƭŜǊϰ ƛǎ ǘƘŜ ŎƻƴǘǊƻƭ ǇƭŀƴŜ ǘƘŀǘ ŎƻƴǘǊƻƭǎ ǾƛǊǘǳŀƭ ƴŜǘǿƻǊƪǎ ŀƴŘ ƻǾŜǊƭŀȅ ǘǳƴƴŜƭǎΩ 
ƛƴŦƻǊƳŀǘƛƻƴ ǎǳŎƘ ŀǎ ƭƻƎƛŎŀƭ ǎǿƛǘŎƘŜǎ ŀƴŘ ƭƻƎƛŎŀƭ ǊƻǳǘŜǊǎΦ b{·ϯ /ƻƴǘǊƻƭƭŜǊϰ ƛǎ ŀ ŎŜƴǘǊŀƭ 
control point for all logical switches. It processes the information of all virtual machines, 
hosts, and logƛŎŀƭ ǎǿƛǘŎƘŜǎΦ ¢ƘŜ /ƻƴǘǊƻƭƭŜǊϰ ǎǳǇǇƻǊǘǎ ǘǿƻ ŎƻƴǘǊƻƭ ǇƭŀƴŜ ƳƻŘŜǎΣ ƴŀƳŜƭȅΣ 

Unicast and Hybrid. These modes make NSX® decouple from the physical network.  

b{·ϯ 9ŘƎŜϰ {ŜǊǾƛŎŜ DŀǘŜπ
way 

¢ƘŜ 9ŘƎŜϰ {ŜǊǾƛŎŜ DŀǘŜǿŀȅ ό9{Dύ ƛǎ ŀ ƭƻƎƛŎŀƭ ǊƻǳǘŜǊ ǿƘƛŎƘ ǇǊƻǾƛŘŜǎ ƴƻǊǘƘ-south traffic 
for a data center. It consists of built-in services such as routing, load balancer, DHCP, pa-
rameter firewall, NAT, SSL VPN, etc.  

NSX® Distributed Logical 
Router 

NSX® Distributed Logical Router (DLR) is able to provide east-west distributed routing 

with tenant IP address space and data path isolation between switches. The key function 
of DLR allows VMs or workloads that reside on the same host with different subnets to 

communicate with each other without having to traverse a traditional routing interface; 
thus, the traffic is optimized. DLR also supports both dynamic routing and static routing, 
and provides the functions such as L2 bridging, DHCP relay, etc.  

NSX® Distributed Firewall 

NSX® Distributed Firewall (DFW) is a hypervisor kernel-embedded firewall that provides 
visibility and control for virtualized workloads and networks. L2 to L4 access control poli-
cies can be created based on VMware vCenter® objects such as data centers, clusters, vir-
tual machine names, and tags, and network construction such as IP/VLAN/VXLAN ad-
dresses as well as user group identity from the Microsoft Active Directory. The nature of 
this firewall can automatically extend firewall capacity when additional hosts are added 
to the data center.  
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5. Solution Use Case 

QxStack/QxVDI-OA/HC High-Density Optimized SKU is the solution which can be provided for several common 

use cases as follows in an enterprise environment. 

5.1. Virtual desktops services provisioning 

Nowadays, enterprises invest considerable resource and expense in providing personal computers with diverse 

OS and applications for employees to fulfill different working demands. Due to the inevitable demand of devices, 

software management, workstation maintenance, and troubleshooting are thus getting more complicated and 

time-consuming for administrators. To tackle these difficulties, QxVDI-OA/HC High-Density Optimized SKU can 

deliver up to 300 Windows desktops with high-efficiency application and desktop image management in a single 

T42S-2U server.  

5.2. Mixed workloads and stable storage performance  

Enterprises are concerned about the quality of stable services from a data center to provide end users great 

experience since different VM workloads such as web services, database, and e-commerce service are com-

monly executed in a data center. The standard to evaluate the infrastructure's performance is thus regarded 

as the most important index for enterprises. QCT's QxStack/QxVDI-OA/HC High-Density Optimized SKU can 

load up and execute mixed workloads, and provide vSANϰ shared datastore in a data center.  

5.3. Micro-segmentation on services 

Since cyber-attacks issues are complicated and may utilize multiple methods and malware agents to infiltrate a 

data center, traditional firewalls only provide limited protection for the cloud environment. This limitation is 

primarily due to a ǘǊŀŘƛǘƛƻƴŀƭ ŦƛǊŜǿŀƭƭΩǎ effectiveness for on-premises environments only. To overcome this, 

QxStack/QxVDI-OA/HC High-Density Optimized SKU offers an integrated security model for the overall data cen-

ter. By using this SKU, flexible security policies can span across all the hosts and services easily that isolate and 

segment every object wherever it moves and regardless of its network topology. 
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6. Solution Validation 

6.1. Virtual Desktop Infrastructure- View Planner 

Tests are conducted to validate the VDI capacity and performance of our solution using "View Planner". View 

Planner is a VMware designed virtual desktop benchmark tool that analyses VDI environmentΩǎ ǇŜǊŦƻǊƳŀƴŎŜ 

and desktop experience. The benchmark mechanism is controlled by the άView Planner harnessέ and it manages 

the targeted desktops ǿƘƛŎƘ ŀǊŜ ƛƴǎǘŀƭƭŜŘ ǿƛǘƘ ά±ƛŜǿ tƭŀƴƴŜǊ ŀƎŜƴǘέ to launch specific workloads and test. View 

Planner defines άǿƻǊƪ ǇǊƻŦƛƭŜέ ǘƻ ŎŀǘŜƎƻǊƛȊŜ ǿƘƛŎƘ ŀǇǇƭƛŎŀǘƛƻƴǎ ŀǊŜ ǎŜƭŜŎǘŜŘ for testing and defines άǊǳƴ ǇǊƻŦƛƭŜέ 

to categorize selected benchmark/ infrastructure settings to perform test. The test will be executed in either 

local or remote mode, the former generates workloads directly on target desktops while the latter utilizes addi-

tional desktops to launch sessions and generate workloads on target desktops. Eventually, the View Planner will 

collect the latency data of the desktops and produce report.  

6.1.1. Virtual Desktop Infrastructure (VDI) Test: Overview 

The View Planner offers local, remote and passive remote mode for benchmarking. The passive remote mode, 

which maps client desktops and targeted desktops in one-to-multiple mapping, is adopted to perform the bench-

marking. tǊƛƳŀǊƛƭȅΣ ±ƛŜǿ tƭŀƴƴŜǊ ŎŀƭŎǳƭŀǘŜǎ ǘƘŜ άvƻ{ ƭŀǘŜƴŎȅ ƎǊƻǳǇǎέ ƻŦ /t¦ ŀƴŘ ǎǘƻǊŀƎŜΣ ŀƴŘ άǊŀǘƛƻ ƻŦ ŀŎǘǳŀƭ ǘƻ 

ŜȄǇŜŎǘŜŘ ƻǇŜǊŀǘƛƻƴǎέΣ ǿƘƛŎƘ ƛǎ ǘƘŜ Ǌŀtio of a workload being executed successfully. After the test completes, 

the quality of service, ratio of actual to expected operations and performance will be collected, and list on the 

test report. A compliant test result must accomplish the following conditions: QoS latency groups under respec-

tive threshold and more than 0.9 of the ratio of actual to expected operations. In verdict, reaching these condi-

ǘƛƻƴǎ ƳŜŀƴƛƴƎ ǘƘŀǘ ǘƘŜ ǎȅǎǘŜƳ ƛǎ ŎƻƳǇƭƛŀƴǘ ǿƛǘƘ ±aǿŀǊŜΩǎ ǎǘŀƴŘŀǊŘ ǿƘƛŎƘ ǇǊƻǾƛŘŜǎ ǳǎŜǊǎ ŀ ǊŜƭƛŀōƭŜ ǾƛǊtual desk-

top experience. 

The goal of the tests is to showcase a formal performance reference from the approximately saturated system 

for various scenarios therefore the tests are performed to reach its capability of theoretical upper limit. QCT 

chose two work profiles for two scenarios respectively, one is customized profile for light-weight Office Applica-

tion environment while the other is a view planner predefined standard profile for typical High Compute inten-

sive environment. Several view planner workloads are involved in the test, which are MS Office applications, 

Adobe Reader, Chrome browser and Windows Media Player. The two scenarioǎΩ ǊŜƭŀǘŜŘ ǿƻǊƪ ǇǊƻŦƛƭŜ ƴŀƳŜ and 

respective workloads from view planner are listed in table 5: 

Table 5. View Planner workprofile and workloads 

Scenario View Planner workprofile View Planner workloads  

Office Application 
TestProfile_Office 

vp_Adobe, vp_msExcel, vp_msOutlook, vp_msPower-
Point, vp_msWord 

High Compute 
standardTestProfile_chrome 

vp_Adobe, vp_Chrome, vp_ChromeWebAlbum, 
vp_msExcel, vp_msOutlook, vp_msPowerPoint, 

vp_msWord, vp_winMediaPlayer 

In the test environment, a T41S-2U server is utilized as client server to load all the service VMs and client desktop 

pool. On the T42S-2U server, only the target desktop pool is deployed as test target. When the View Planner 

starts the benchmark, it controls the agents that install on both client and target desktops to execute tasks. The 
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client desktops will launch the Horizon Client application and link to the target desktops in which applications 

will be launched by agent to perform automatic stress test. 

To ensure that the desktop experience and system performance are acceptable when system is maximum re-

source use is soon reached, QCT monitored several parameters from the view planner and categorized them 

with specific thresholds as success criteria in table 6: 

Table 6. View planner parameters threshold. 

tŀǊŀƳŜǘŜǊ ǘƘǊŜǎƘƻƭŘ 

/t¦ ǎŜƴǎƛǘƛǾŜ ғм 
{ǘƻǊŀƎŜ ǎŜƴǎƛǘƛǾŜ ғс 

wŀǘƛƻ ƻŦ ŀŎǘǳŀƭ ǘƻ ŜȄǇŜŎǘŜŘ ƻǇŜǊŀǘƛƻƴǎ ҔлΦф 

5ƛǎŎŀǊŘŜŘ ŘŜǎƪǘƻǇ Ŏƻǳƴǘ ғм҈ 

aŜƳƻǊȅ ¦ǎŀƎŜ ƻŦ ŀƴȅ ƻƴŜ ƻŦ ǘƘŜ ǘŜǎǘ Ƙƻǎǘǎ ғфл҈ 
aŜƳƻǊȅ .ŀƭƭƻƻƴ ƻŦ ŀƴȅ ƻƴŜ ƻŦ ǘƘŜ ǘŜǎǘ Ƙƻǎǘǎ Ґл 

 

6.1.2. Virtual Desktop Infrastructure (VDI) Test: Technical Configuration 

On the client server, vCenter is deployed to provide central control of the data center, the Horizon Connection 

service is installed on a Windows Server 2016 to provide instant-clone desktops for all the tests. The Active 

directory and domain name service are installed on a second Windows Server 2016 to provide integrated domain 

user service for VDI. The DHCP service is installed on a third Windows Server 2016 providing IP addresses for the 

desktop pool of VMs. A virtual desktop pool is deployed and acts as client to launch the Horizon /ƭƛŜƴǘΩǎ ǎŜǎǎƛƻƴǎ.  

In the test cluster, a virtual desktop pool is deployed to be test target in which the workloads are being executed.  

The overall topology of the test environment is shown in figure 3 below and the details of service VMs that are 

located on server T41S-2U is listed in table below.  

 

Figure 3. VDI Testing Topology. 
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Table 7. virtual server spec. 

Server role amount vCPU vRAM VM Disk 

vCenter server Data center management 1 4 16GB 
32GB 

Windows server 2016 Active Directory, DNS 1 2 2 GB 

Windows server 2016 DHCP 1 2 2 GB  

Windows server 2016 Horizon Connection service  1 4 10 GB  

View planner harness View Planner central control 1 8 8 GB  

There are two Windows 10 x64 virtual desktop configurations selected for the VDI tests. A 300 VMs desktop 

pool is deployed and its primary virtual hardware setting is 2 vCPU, 2GB vRAM, one 32GB disk and a VMXNET3 

vNIC. Another 200 VMs desktop pool is deployed and its primary virtual hardware setting is 2 vCPU, 4GB 

vRAM, one 32GB disk and a VMXNET3 vNIC. The two scenarios and the respective test configurations of VM 

are listed in table 8. 

Table 8. VM Profiles for OA and HC. 

Scenario OS Desktop Amount  vCPU vRAM  VM disk size vNIC 
Office Automation 

Windows 10 x64 
300 

2 
2GB 

32GB 
1 

High Compute 200 4GB 1 

 

In the view planner tests, the άramp up timeέ was set to 600 and 460 seconds for the custom and standard 

test respectively, to which the view planner waits for a random amount of time between 0 and this specific 

number before each iteration being executed in multiple VMs, and this time setting ǊŜŘǳŎŜǎ ǎȅǎǘŜƳΩ /t¦ ƭƻŀŘπ

ing. Both the two tests are set with 5 seconds think time, 5 iterations, and BLAST display protocol. As listed in 

table 9 below: 

Table 9. View Planner configurations. 

{ŎŜƴŀǊƛƻ hŦŦƛŎŜ !ǇǇƭƛŎŀǘƛƻƴ IƛƎƘ /ƻƳǇǳǘƛƴƎ 

¢Ŝǎǘ ǿƻǊƪƭƻŀŘ tǊƻŦƛƭŜ ¢ŜǎǘtǊƻŦƛƭŜψhŦŦƛŎŜ ǎǘŀƴŘŀǊŘ¢ŜǎǘtǊƻŦƛƭŜψŎƘǊƻƳŜ 
bǳƳōŜǊ ƻŦ ±aǎ олл нлл 

wŀƳǇ ¦Ǉ ǘƛƳŜ слл псл 

¢Ƙƛƴƪ ¢ƛƳŜ р 

bǳƳōŜǊ ƻŦ ƛǘŜǊŀǘƛƻƴǎ р 

5ƛǎǇƭŀȅ tƻǘƻŎƻƭ .[!{¢ 

¢ȅǇŜ ƻŦ 5ŜǎƪǘƻǇ ±5L 

 wŜƳƻǘŜ ǎŜǎǎƛƻƴǎ ǇŜǊ ŎƭƛŜƴǘ о 

 

6.1.3. Virtual Desktop Infrastructure (VDI) Test: Result  

The report revealed the statistics of test including configurations and performance. The key parameters are the 

άDǊƻǳǇ !έ ŀƴŘ άDǊƻǳǇ .έ ƭŀǘŜƴŎƛŜǎ chart, which represent the CPU and storage sensitive in the virtual desktops 

respectively, and the Ratio of actual to expected operations. Both the tests are completed with no desktop ses-

sions failed and with compliant result therefore the system is stable for acceptable user experience. 
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The test result summary of the two test profiles are listed in table 10 which included the group A and group B 

value of CPU and storage sensitivity, ratio of actual to expected operations and discarded desktop count. 

 

Table 10. VDI Test Results Statistic 

¢Ŝǎǘ tǊƻŦƛƭŜ h! {ǘŀƴŘŀǊŘ 

/t¦ {ŜƴǎƛǘƛǾŜ лΦтурф {ŜŎ лΦттрф {ŜŎ 

{ǘƻǊŀƎŜ {ŜƴǎƛǘƛǾŜ пΦтрнс {ŜŎ рΦрфмн {ŜŎ 

wŀǘƛƻ ƻŦ ŀŎǘǳŀƭ ǘƻ ŜȄǇŜŎǘŜŘ 
ƻǇŜǊŀǘƛƻƴǎ 

лΦфф мΦл 

5ƛǎŎŀǊŘŜŘ ŘŜǎƪǘƻǇ Ŏƻǳƴǘ л л 

According to the test result ŦƻǊ ǎŎŜƴŀǊƛƻ άh!έ, the run completed with group A latency 0.7859 second, group B 

latency 4.7526 second, the Ratio of actual to expected operations reached 0.99 and the discarded desktop count 

is 0, meanwhile, the memory usage and memory balloon of the four server nodes are recorded in view planner 

as well. In verdict, the CPU and storage ƭŀǘŜƴŎƛŜǎ ŀǊŜ ǿƛǘƘƛƴ ǘƘŜ ǘƘǊŜǎƘƻƭŘΣ ǘƘŜ ǿƻǊƪƭƻŀŘǎΩ ǎǳŎŎŜǎǎŦǳƭ ŜȄŜŎǳǘƛƻƴ 

rate is 99%, no desktops were failed to test and the memory usage and balloon are controlled within the thresh-

old. All the outcome matched the success criteria and details are shown in figure 4 ς 7 below.  

 

Figure 4. Scenario: OA-profile. 
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Figure 5. Scenario: OA-performance. 



17 Copyright©  2020-2021 Quanta Cloud Technology Inc. 

 

Figure 6. Scenario: OA-operation details. 
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Figure 7: Scenario: OA- resource usage. 

 

!ŎŎƻǊŘƛƴƎ ǘƻ ǘƘŜ ǘŜǎǘ ǊŜǎǳƭǘ ŦƻǊ ǎŎŜƴŀǊƛƻ άI/έΣ ǘƘŜ Ǌǳƴ ŎƻƳǇƭŜǘŜŘ ǿƛǘƘ ƎǊƻǳǇ ! ƭŀǘŜƴŎȅ лΦттрф ǎŜŎƻƴŘΣ ƎǊƻǳǇ . 

latency 5.5912 second, the Ratio of actual to expected operations reached 1.0 and the discarded desktop count 

is 0, meanwhile, the memory usage and memory balloon of the four server nodes are recorded in view planner 

as well. In conclusionΣ ǘƘŜ /t¦ ŀƴŘ ǎǘƻǊŀƎŜ ƭŀǘŜƴŎƛŜǎ ŀǊŜ ǿƛǘƘƛƴ ǘƘŜ ǘƘǊŜǎƘƻƭŘΣ ǘƘŜ ǿƻǊƪƭƻŀŘǎΩ ǎǳŎŎŜǎǎŦǳƭ ŜȄŜŎǳπ

tion rate is 100%, no desktops failed and the memory usage and balloon are controlled within the threshold. All 

the outcome matched the success criteria and details are shown in figure 8-11 below.  

 

Figure 8. Scenario: HC-profile. 




































