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1. Executive Summary

With the developmentof information technologyour societyhasbecomemore and more advanced and pros-
perous New threats emerg day by dayand information securitys nowa vital management issue for busi-
ness.

AO2NRAY 3 (2 awKLS2 NIi TRedNaddEvdoiit Borum has placed cyberattacks as the sev-
enth most likely and the eighth most impactful global risk. For conducting business globally over the next 10
years, cyberattacks even ranks as the second most concerning risk. The Forum indicates that on the critical in-
frastructure, cyberattacks have becometnew normal across different industries such as healthcare, energy
and transportation. For example, the anonymized health data of individuals are facing the threat of cyberat-
tacks with the risks of being identified from the dakurthermore, largescalecyberattacks will cause the seri-

ous economic damage, geopolitical tensions or even the widespread loss of trust in the internet. From the
business perspective, insufficient security control could not only cause tangible damage such as property loss
but also intangible loss such as brand image, customer trust, and core competitiveness of a company.

In order to conquethe difficulty ofthe securityand managethe risk of information contrglQuanta Cloud
TechnologyQCT), a global data center provideisaeetly selecs security functions anthtegrates systens to
providesolutions withoverallprotectionin diverse scenariogrovidingcustomers eneio-end protectionfrom
day 0 to day 2.

In this document, QCihtroduces the security structure of QCT HE&Ilutions, illustratesthe solutionintegra-
tion andvalidation, and demonstratethe methodology ofsecurity functionst the levels ohost protection,
data protection andtraffic protection.With QCT HC®lutions, customers carasily take actions taddress
the challenges ithe security control andtrenghen overallprotection of data centers

Copyright©2020-2021 Quanta Cloud Technology Inc. 5
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2. Introduction

2.1. Purpose

Tointroduceseverakecurityprotection functionsintegratedin QCT2 HCISolutions, including QxStack vSAN
ReadyNode Series, QxStack powered by VMware Cloud Founaatib@xVDI Serieghis RAwill
demamstrate how the integration awl validationworks, and thebenefits that customess gainfrom QCT ACI
Soldions.

2.2. Sope

1 Introduces overalsecuritystructureand benefits irQCT HCIlutions
1 Demonstratesthe architecture of QCT HCI Solutiomsl &alidationwork.
1 llustrates thedetailed security functiosappliedat different levelsor scenarios

2.3. Audience

The inended audiences of this document are IT flessionas, technical archite and sales engineers who
would like tofurther understandthe security functions of QCT H&lutions.

Copyright©2020-2021 Quanta Cloud Technology Inc. 6
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3. Solution Overview

Technology brings marhyenefitsto operational practtes,but it also poses potential risk to businesseer

instance panks could beaa greatcapital loss in a cyberattaghi 2 OA ' £ YSRAIF O2YLI yASa O2
confidence when personal data leakage osgtine mmpetitivenessof technology firms cold bediminished

once the confilential strategy orntellectual propertyis stolen by internal or former employseUnexpected

data loss or tampering in a hospital could evwerpactpatientsthealth. With these possible riskenterprises
nowadaysare eage to look for a reliable security solution for their system and data center.

QCT as a global data center soluti®provider,foreseesthe importanceof an overallprotection in termsof

data centers. To address the complicated secuhtgats, QCTdiscreetly choosea multiple security functions

and integrats i K SY A y (i 20lutiong: Tése functions are cafully @l f ARF SR Ay v/ ¢Qa |
product lines, includin@xStack vSAN ReadyNderiesQxStaclpowered by VMware Cloud Foundation, and

Qx\DI ries to providepowerful andreliable protectionfor data centers

The security management process in different scenarios, including host level, data level, and trafiig level,
taken into consideratioras shown in Figure 1.

Internet

Traffic protection
- North-South traffic
- East-West protection

vSphere @ VSAN

Managed by vCenter

Figurel. Overallsecurity protection of QCT HOIUSions.

Host level

Adata center may be attacked by some malware whadministratos boot a system, which can expose
the data center togreatthreats like confidential data leakagend even maliciousantrol. In ader to pre-
ventunauthorized modifications of the boot kernehe serverdhat QCT HCIolutions adopt are all
equippedwith SecureBoot inthe serverfirmware.

Copyright©2020-2021 Quanta Cloud Technology Inc. 7
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On top of that, the solutions also integratiee latesttechnology- Trusted Plabrm Module (TPMyto vali-
date the integrity of booting process, providiagecond layer of confirmation. Boflinctions keep data
centers away fronmalicious attack athe host level.

Data level

Data isavaluable assefor enterprises in all indusies. Loopholesn the security design cd systempoten-
tially exposes dat#o loss, lealige or even tamperingwhich canresult ingreatloss for enterprises.

QCT HCFolutionsintegrateindustryleading virtualized softwareVMware vSphe®and VMware vSAR!
to addresghe risks. With the integration work valuable dataanbe wellprotected in diverse scenarios
such agliskstoragerunning aps, and data migration

Trafficlevel

Trafficbetweeninternet anddata centes is one of the main targes for hackersTostrengthen the protec-
tion at different levels QCT integrateVMware NSRin QCT HCDolutionsto create virtual firewalls and
preciselydesign security policies on diverse objestshasidentity, IP sets, logical switch, resource pool,
clusters and even context

QCT Hplutions provideoveralland reliable protectionn different scenarioswWitk v /inte@dtion and
validation worling, customerscan rest asured that valuable d#a will beprotected. The system validations
and security functions are respectively detailed in sections 4 and 5.

1 Trusted Platform ModuléTPM) is an optional component in QCT HCI Solutions. For more information, please click
http://go.gct.io/contact/ contactqct-solutions/for contact

Copyright©2020-2021 Quanta Cloud Technology Inc. 8
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4. Solution Architecturand Validation

The solution utilizeQCT HCI server T428 as the test platfornwhich loadfiardwarecomponents and soft-
ware to demonstrate théntegration of security functions andrtualized infrastructure.

4.1. Hardware Architecture

The fournode QuantaPlex T423Userveris utilized as the testbed tprove theavailability of securitjea-
turesfor QCT HCI architecturas shown in Figure 3ome hardware components are choderbuild the hy-
per-converged data centewith the security functions operateds shown in dble 1.

Figure2. QuantaPlex T428J Server.

Tablel. Testbed configuration.

Item Model Quantity/ Per node ‘ Quantity/ Per server
CcPU Intel Xeon Gold 5220 2.2GH 2 8
Memory DDR42666 32GB 8 32
SSD Hbpe {! ¢! 1 4
HDD HPpeE {!'{ N 5 20
Boot device M.2 SS[240GB 1 4
TPM Intel TPMmodule 1 4
SAS Mezz. SAS 3008 mezzanine 1 4

4.2. SoftwareArchitecture

The softwaresuiteadoptedin the solutionincludesthe VMware vSphere/SANand NSX thatespectivelycover
the virtualization of data centerstorage and network Security functions ae enablel via the software. The
security functions at the host level targeth ESXi and server node; the security functions at data level target
virtual machine (VM); the security functionsratwork level targéon data center trafficThe adopted sfiware
suiteis shownin Table2.

Table2. Software configuration.

Software ‘ Version ‘ License Edition
VMware vSphere® 6.7 EnterprisePlus
t SNJ y2RS 9{ - 6.7 EnterprisePlus
VMware vSAM 6.7 Enterprise
VMware NSX® 6.4 EnterprisePlus
vCenter Server® Appliang 6.7 Standard

Copyright©2020-2021 Quanta Cloud Technology Inc. 9
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4.3. Solution Validation

d{!' b wSI R&b 2R Sneatedl By VMwalaRB BeNfy the compatibility between server platform and
VMwaredeveloped software and to guarantee the performance and statilita solution Allsolution details

including hardware components, firmware and driver, and software stack should be strictly examined to meet

the rigorous requirementsToensureQCT HCI Solutions pa8g ! b wSIF R&b 2 RSu sf@@ NIBtA TA OF |
of effort assessing the feature of differeserver models, processimganyphases of standardized validatign

selecting components, configuring settings in different scenaaind optimizingperformance. By passing this
cettification, the HCI solutionareproven to bereliable.QCT HCI Solutions, including QxStack vSAN Ready-

Node Series, QxStack powered by VMware Cloud Foundation, and QxVDI Series, pass VSAN ReadyRodeNJA O {
certification processCustomers can find QCT HCI Solutiontherdirect linkof VMware Compatibility Guide

Table3. QCT HCI Solutiondéth vSAN ReadyNode certification.
{!'b wSIFIReéb2RSunu 5SilAfa

Model: HY4-QCTQuantaPlex T423U
Profile:HY-4 Series

Type:Hybrid

Partner NameQuanta Computer Inc
GenerationGen3- Xeon Scalable

Components Details Quantity
SKU QuantaPlex T428U_HY4
Model: QuantaPlex T423U
System 4
System TypeRackmount
CPU Intel® Xeon® Silve2¥) Processof8core, 11M Cache, 2.10 GHz, 85 W) 8
Memory 32GB 2666MHz DDR4 RDIMM 32

Model:Intel® SSDBEBncmn  { SNASE {{5{/ HYDdc
sung SATA SSD SM883 Series MZ7KH960HAJR00005 (96D@B), 2.5

Partner Namelntel
Cachimg Tier Device Type: SATA 4
Capacity960 GB

Performance Clas€lass E: 30,00000,000 writes per send
TBW Endurance Clagndurance Class C >=3650 TBW

Model: ST1800MM0129
Partner NameSeagate

CapacityTer Device TypeSAS 20
Capacity1800GB

Controller Model: Quanta 3008A ,
Queue Depth: 2936

NIC Model: ON 10GbE 82599ES

Boot Device Model: M.2

Copyright©2020-2021 Quanta Cloud Technology Inc. 10
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5. SolutionScenario

This section describes the data center security in differeshseios, including host level, data level, and network
level.

5.1. HostProtection

The weaknesses on system softwgech asijackingby amaliciousroot kit andthe unauthorized modifica-
tion of the boot kernecan compromise the hosts arulit the cloud at riskTo preventthe boot process from
tamperingand deter the operation of untrusted code the SecureBoot protocol and theTPMmicrochipare
implementedin QCT HColutionsto assure that the hypervisoiis well protected.

5.1.1. SecureBoot in UEFI

The Unified Extensible Firmware Interface (U specificatiorreated byUEFI consortiunto standardize
aninterface betweeroperating system and firmare, and it isalsoa replacement for the BIO$heSecure
Boot is a protocol of the UEFI designecetusurethat thea & & (ot @aderwill not betampered bycom-
paringits digital signature against a digital certificate stored in the UEFI firmwheedigital signaturés em-
bedded with theboot loaderandis chaired to the certificate in the UEFI firmwar@oform the first defense of
K2adQa a,anydnduthoriaet altéation of the boot loader will change the digl signatureand the
SecureBoot will discoverthe mismatchbetween signature and certificafandfurther forbid booting.

ESXi isomposed othe elements such as boot loader, vmkboot, vm kerisetureBoot verifier, and vSphere
installation bundles (VIB). The following sequentédescribe howthe ESXi boot processprotected bySe-
cureBoot, andthe illustration is shown in Figure 3.

1. When the host powers oand boot the ESXthe hardwarewill firstload the UEFI.

2.The UEFVerifiesthed 2 2 G f 2 I RSN A Rshtl Aligithl CertificAtdd yiitich teigstal teificate/
is stored in the firmwareprovided byvendors.

3. The boot loader loads the vmkbaotheVMware public keysstored in vmkboot.

4. The vm kernel is signed using the VMware private keytardoot loaderverifies the kernel with the public
key.

5. The kernel run&cureBoot verifier. The VMware public key stored inthe SecureBoot verifier.

6. TheSecureBoot verifier validated t f G KS L. & Q R AcEanédltofthe RBej il fSedlirdBdd = o K A
verifier.

7. TheESXi management applicatiosisch as daemon and DCUI begin to run after all the validatiooesses
are finished.

Copyright©2020-2021 Quanta Cloud Technology Inc. 11
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Host boot sequence
—

Secure Boot ESXi
HW UEFI FW Boot Loader VM Kernel Verifier hostd/VM/VIB

7. Management

Secure Signature BEES I
Boot

3. Load
2. Validate vmboot l

Vendor VMware VMware VMware
Certificate Public Private Public
Key Key Key =

1. Power on 4. Validate 6. Validate

T—

Figure3. Process dfiost boot.

To protect ESXi booting usifgcureBoot, the following prerequisites are needed:

SecureBoot is enabledn UEFI.
¢CKS +#L.& NS’ aA3ySR gAGK G €£SFad aLI NIy SNEIzZLILR |
The hardware supports UEHEcureBoot.

Administrators can enable the&scureBoot in the BIOS, as shown kigue 4.

Copyright©2020-2021 Quanta Cloud Technology Inc. 12
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Aptio Setup Utility - Copyright (C) 2019 American Megatrends, Inc.

Secure Boot [Enabled]

Figure4. Ehablement ofSecureBoot on a host.
The VIB ian importantESXi software packageat ESXiile system is built uparivMware defingfour & I O 1t
ceptance levek T 2 NJ + L . & for vrilcatristarfdarKTRe@dceptance levedf VIBscannot be
chand SR 0 dzii atdépanck Rvaardbealtered. + L . & Q | O O $aslibteatitaSeast hesime
levelashost Q | OOSLII I yOS f S@St .Enebuicétfied levelsdeftied Oy Wilwadee Ay a | |
listed below

VMwareCertified VIBsneed to bethoroughlytested andcertified by VMware Thisis the most rigorous
certification standard

VMwareAcceptedVIBs ardested by partnerand the results need to be verified B§Mware;

PartnerSupportedVIBs are tested byhe partnersthat VMware trussin. ¢ K S LI tésTirgs&tsldo Q
not need to be verified byMware

CommunitySupportedVIBsare created by individuals arganizatiosd K & F NB y2G +agl NB
and the VIBglo not need to beralidatedby VMware.

Typicaly, the protection of SecureBoot is to prevent the use of unsigned VIB. If the unsigned afi@isserted
into the ESXi installed on the servitte SecureBoot can halt the boot of this ESXi to stop the operation of un-
signed VIB Thepurple screen of death (PSOD) trigeg by SecureBoot is shown in igure 5.

Copyright©2020-2021 Quanta Cloud Technology Inc. 13
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WYHMuare ESXi 6.7.8 (VMKernel Release Build 14320388)
Quanta Cloud Technology Inc. QuantaPlex T425-2U

2 x Intel(R) Xeon(R) Gold 5220 CPU @ 2.20GH=z
254.6 GiB Memory

The system has found a problem on your machine and cannot continue.

Failed to validate acceptance levels: Expected (partner) found vibs with (community) acceptance level

Figure5. PSOD of ESXi triggered3sgureBoot.

The SecureBoot canalsohalt the installation ofunsigned VIB and thehange ofVIB acceptance leveh the
installedESXiAnexampleof & O2 Y'Y enfA dL& NI SR ¢  with.SecurgBapiiehablédlisisto@nyin
Figure6. Theinstallation ofunsigned VIB and thehange ofacceptance level othe hosthaltedby SecureBoot
canprotectthe hostfrom unknown codesand changes

Figure6. Hdt of unsigned VIB installation and change &f & &cOeptarce kvel.

In conclwsion, the SecureBoot function providesESXa firmwarelevelboot verificationandforms abasic
checkon the sysem. The advantages of implementirggcureBoot include:

Assuring that the hypervisamly boots with a signed boot loader validated by the firmware
Verifyingif VIBs matchlihe VMware digital certificate
Preventinghe unauthorizedVIBsinstallationafter the boot.

Copyright©2020-2021 Quanta Cloud Technology Inc. 14
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5.1.2. Trusted PlatfornrModule

Trusted Platform ModuléTPM)? is a microchighat can securely store values such as measurements, certifi-
cates, or encryption keys to authenticate the platforrtt.can also be utilized to digitally sign content and store
platform information to ensuie that the systenis trustworthy without any unauthorized modificatiarTo form

a second defense fahe ESi, TPMcan verifyif the ESXboot processs validatedby SecureBoot. By combin-

ing SecureBoot and TPM, customsican get multiple layes of protectionon ESXboot process.

Beforeadopting TPM, customesneed topreparean ESXi versiowith TPM suppat. ESXi 6.With TPM version
2.0supportis adoptedin this reference arhitecture The measurementstored in TPMwill be comparedwith
what ESXi subnsiby vCenter

Duringthe boot of ESXi hostith SecureBoot and TPM enabledESXi will beerified bySecureBoot (as men-
tioned in section 5.1.1)The componentvmkboot within the boot loader will inputhe hash valuesf mod-
ules and settingsto TPM chip After the host completes the bagvCenter compares thieashvalues in TPM
against the hash valuesxd metadatan ESXi logs, arelventuallydeterminesif the attestationpas®sor faik,
as shown irFigure?.

Host boot sequence
I

Secure Boot ESXi
HW UEFI FW Boot Loader VM Kernel Verifier hostd/VM/VIB

7. Management

Secure Signature £F tube
Boot

3. Load
2. Validate vmboot

e Vendor VMware VMware VMware
O Certificate Public Private Public

Key - Key Key

1. Power on 4. Validate 6. Validate
Pos—

Write values into TPM
. Compare values and determine attestation

vCenter

Figure7. 2 3 Qa 06220 LINRBOS&aa ¢AlGK ¢taod

To utilize the TPM chip, thehip isenablal in the BIOSo that the TPM cahe detected andperate normally,
as shown irFigure8.

2Trusted Platform Moduleisre2 LJG A 2 y I £ 02 Y LR y S yQiStadk WSAN ReadyBode SeriesizQ¥SRcK Aodv-
ered by VMware Cloud Foundatigend QxVDI Series.

Copyright©2020-2021 Quanta Cloud Technology Inc. 15
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Aptio Setup Utility - Copyright (C) 2019 American Megatrends, Inc.

Security Device [Enablel
Support

Figure8. Discoveryf TPM 2.0 dvicein BIOS.

After the TPM chipn theserver noddsactivatedand ESXboot is finished the vCenter Server wilisplayif
the attestationof the ESXi hoss passedif the hosQ & I (i (iSaildd Jthie Al@ny wilkppear to inform ad-

ministrators. In this example the SecureBoot is disabled o hostwhichmakes the attestation failedas
shown inFigure9.

] T425-2U Cluster | acrions~

summary Monitor Configure Permissions Hosts VMs Datastores Networks Updates

oo

A
~ Performance T Filer
Cverview Mame T ~  Aftestation ~ | Last verified ~  TPM version ~ X ~  Message

Advanced [@ node01.gethc local () Falled 02/19/2020, 4113 PM 20 N/A Host Secure Boot was disabled.

¥ Tasks and Events [J nodeoz.qethcilocal Passed 02/19/2020, 411 PM 20 N/A
Tasks
Events
w» Resource Allocation
cPU
Memory
Storage
Utilization
Storage Overview
Security
~ Cloud Native Storage

Container Volumes

2 items

Figure9. ESXattestation results shown in vCenter

In conclusionTPM offers a mechanisto assurethat ESXisbooted with Secure Boot turned oiVith the com-
bination of firmwareSecureBoot function andTPMmicrochip, a root of trust can b&tarted on everynode in a

Copyright©2020-2021 Quanta Cloud Technology Inc. 16
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datacenterwhich not onlyachieve foundationalsecurityon hosts butilsoestablisteseffectiveseairity policies
in the cloud.

5.2. DataPwotection

To preventcloud datafrom hijack duringmigrationand supportWindowsin-guest protection featuresthe VM
encryption vVSAN encryptiorvirtual TPM VM ScureBoot, and encryptedvMotion are good methods tawoid
data from leakingBy alopting these methods, QCT H&blutions canprovide strong encryptioffior the valua-
ble data inthe cloud.

5.2.1. Protectionon Mrtual Machine

VM Encryption

Traditionally the encryption solutiong€ommonlyused by enterprisearein-guest and infrabasedsolutions
such agjuest encryptionSlf-EncryptingDrives(SED)Host Bus Adapter (HBA) encrypti@md switchencryp-
tion. The challengesf thesesolutionsare:

Inconsistery ofcrossplatform encryption policy

Data expowre before entering the encryption medium
Complexity of configuringhysical host

Difficulty in migrating thedatabetween datastore andhosts

The VM encryptioris a data protection method which enforgthe encryption on VM fileand themechanism
involvesthree components Key Management Server (KMS), Key Encryptioriieel), and Data Encryption
Key (DEKKMSmanages and distriies encryption keyaccording tok 2 aderiafics; KEKs an AES256-bit
keyprovided by KM&nd utilized by hoststo encrypt theDEKSDEKs alsoan AES256-bit keycreaed byhosts
and used to encrypt VI

While performing the VM encryptiormn ESXi hoslemands the encryption keyfrom vCenter ThevCenter
then demanda KEKrom the KMS and passto the ESXi hosTheESXhostgenaates DEKo encrypt the
VM and their disksandthen enaypt the DEK with KElom vCenter To reachsolidworkload protection, the
VM encryption utilizes AEE6-bit keywhichhas highstrengthto protect VMsfrom hacking TheVM encryp-
tion processan the QCT HCI solutiasidetailedin FigurelO.

Copyright©2020-2021 Quanta Cloud Technology Inc. 17
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Key Management Server
(Generate & stores KEK)

Request KEK

Virtual Machine — Canite
K'VIS e—— f {Keeps keys' ID)
Pass KEK

Encrypt VM Store the 7 %
encrypted DEK g ﬁ
8 =
< jor
DEK % g
A =3
& a &

%

%,
‘0
&

Generate DEK ’)“""" °
[ ]

ESXi Host (Generate DEK)

Figurel0. Detailed encryption process of a VM.

Traditionalencryptions such as HBA, SEBJ in-guest encryptiorusuallyfocus on specifiedcenarios or de-
vices which is lack focongstencyand effectiveauthentication VM encryptionis executedon ESXin the form

of software codeThe two principles assurance and attestation, aappliedon the encryption in QCT HCI solu-
tions. The assurancpromisesonly the validated cod& execued during the encryptioriasks In this casg

ESXi hypervisas verified by thesecureBoot to assurghat ESXi ifegalto run. The attestations amethod
utilizedto evaluate the assuranc&PM deviceand vCenter Servaiperate together tovalidate he assurance
andto prove that the ESXi antPM are not compromisedVith the two foundatons, the VM encryptiogan
secure services in the cloud effectively and consistently.

Thefiveadvantages of VM encryption are listed below.
VM encryption is O8gnodgic at the VM level which casolve crosgplatform issue
The encryption happengdirectly on VMs in theypervisor can pevent VM data from exposing to risks.
VM encryptionis a software functionARYA Yy Aa G NI G2N&ER R2 y20 ySSR G2
The encrypted VMs can lsilymigrated amongdhe hosts in a data center.
The AE&56-bit encryption key is utilizetb protect VMswhich is unpractical thhack

With VM encryption enableth QCT HCI Solutiqr@ dza 2 WVS aké s@re to beolidlyprotected.

Copyright©2020-2021 Quanta Cloud Technology Inc. 18
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Virtual TPM

Virtual TPMVTPM)is anothervirtual deviceimplemented in QCT HSblutionswhichcan enhancéehe guest
operation systemsuch as Window 10 or Windows server 2@t8ecuritylevel vTPMperformsequivalent
functions as a physical TRiMvicebut the difference is that vTPM performs cryptograpbrocessingapabili-
tiesin softwareandallows Windows OS to writhe measurements such as boot values or credentials into
VvTPM for specified useases

VTPM exists as a VM hardware device aad be added oremovedondemand Whena vTPM devices
added an Endorsement Kdyy defaultprovidesthe vTPMa unique identity.Unliketraditional hardware TPM
storingtne @ £ dzZS& a SOdzNIRff @ GAY Si K S Oney TRNss Nddaainéa Non-Volatile
RAM (NVRAMjle instead NVRAMile is encrypted byhe industry standard AE356-bit encryptionwhich
cancreate atamper-resisent storagefor data The benefits of adopting vTPM are listed as follows.

1. With the utilization of vTPMWIindows 10 and Windows Server 20d6est operating systema the vir-
tual machine can be enabledo perform authenticatiors on advanced security featuressich aghe
smat card, BitLocker engmption, and boot measurement.

2. vTPMcansolve thecomplexity inmigrating VMsbetween hostsIf VMs use physical TPM to store data,
the TPMdatamigration between hosts witieedadditional tools anaperatiors to movedatato another
TPMsecurely, which consumsmore time and effortdor administrators However,a vTPMexistingin
GFAE S carbNdMibrated it VMsto other hostsvia a few clicksvhich provides greatportabil-

ity.

3. VTPMsolvesthe storage space issue physicalTPMbecausehe nonvolatile secure storagehe place
wherea physical TPM stosalatais measured inly kilobytes is not suitable foa largenumberof VMs
to store measurementHowever, each VM can store data in its owfiPMto solve the space issue

4. PhysicallPM is a slowardwareserial deviceVMs will needo adoptatool to perform API calland exe-
cute crypto operationswhena physicall PMis adopted However vTPMis ina software form whichcan
be added to each individual Vihdtherefore solvesperformanceand automation problens.

5. The certificatesn the vTPMcan bechangedsimply by replacing filessuedby other certificate authority,
which brings management flexibility and convenience for administrasshown irFigurell.
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Figurell vTPM device andeplaceablecertificates

6. Thephysical TPMan be removd by anyone whocan access tahe server However a vTPMexists in
software formation Administrators can restrictmanagementpermissionsand prevents the removal of
vTPM

7. The use of vVTPM requires the enablement of VM encryptibrerefore the data inNVRAM file of the
VTPM can be secured

In conclusionwith the adoption of QCT HCI solutionsT PMenables the advanceskcurityfeaturesfor Windows
10 and Windows Server 2016 VMhbichallows administratoréo manage vTPMelated operations esgily. This
is what traditionaldatacenter or other solutionfail to achieve.

Virtual Machine Secure Boot

As mentioned in section 5.1.1 above, the Secure Boot implemented in Q@&litidhsisableto providea
validation for boot process iavirtual madine whichis equivalent to theSecureBoot function on physical
machinesin the OS that sygorts Secure Boot, the boot softwarecluding kernel, bootloadeand drivers
are signedmedefault certificatesareincluded in the virtual machinesich as Microsoft (M9 certificate
for booting Windows OS, a MS certificate for thparty software, a VMware certificate for nested ESXi, and
MS key exchange certificater authenticating demands to altdhe SecureBoot configuration.

The enablementofth¢ SOdzNE . 220 A& AAYLIAFASR Ay (GKS 06221
page and the EFI firmware should be chofmroperatingSecure Bogtas shown irHgure12.
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