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1. Executive Summary   

With the development of information technology, our society has become more and more advanced and pros-

perous. New threats emerge day by day and information security is now a vital management issue for busi-

ness.  

AcŎƻǊŘƛƴƎ ǘƻ ά¢ƘŜ Dƭƻōŀƭ wƛǎƪǎ wŜǇƻǊǘ нлнлέΣ The World Economic Forum has placed cyberattacks as the sev-

enth most likely and the eighth most impactful global risk. For conducting business globally over the next 10 

years, cyberattacks even ranks as the second most concerning risk. The Forum indicates that on the critical in-

frastructure, cyberattacks have become the new normal across different industries such as healthcare, energy 

and transportation. For example, the anonymized health data of individuals are facing the threat of cyberat-

tacks with the risks of being identified from the data. Furthermore, large-scale cyberattacks will cause the seri-

ous economic damage, geopolitical tensions or even the widespread loss of trust in the internet. From the 

business perspective, insufficient security control could not only cause tangible damage such as property loss 

but also intangible loss such as brand image, customer trust, and core competitiveness of a company. 

In order to conquer the difficulty of the security and manage the risk of information control, Quanta Cloud 

Technology (QCT), a global data center provider, discreetly selects security functions and integrates systems to 

provide solutions with overall protection in diverse scenarios, providing customers end-to-end protection from 

day 0 to day 2. 

In this document, QCT introduces the security structure of QCT HCI Solutions, illustrates the solution integra-

tion and validation, and demonstrates the methodology of security functions at the levels of host protection, 

data protection, and traffic protection. With QCT HCI Solutions, customers can easily take actions to address 

the challenges in the security control and strengthen overall protection of data centers. 

 

  



Version 2.0 

  

6 Copyright©  2020-2021 Quanta Cloud Technology Inc. 

2. Introduction 

2.1. Purpose 

To introduce several security protection functions integrated in QCTΩǎ HCI Solutions, including QxStack vSAN 

ReadyNode Series, QxStack powered by VMware Cloud Foundation, and QxVDI Series, this RA will 

demonstrate how the integration and validation works, and the benefits that customers gain from QCTΩǎ HCI 

Solutions. 

2.2. Scope 

¶ Introduces overall security structure and benefits in QCT HCI Solutions. 

¶ Demonstrates the architecture of QCT HCI Solutions and validation work. 

¶ Illustrates the detailed security functions applied at different levels or scenarios. 

2.3. Audience 

The intended audiences of this document are IT professionals, technical architects, and sales engineers who 

would like to further understand the security functions of QCT HCI Solutions. 
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3. Solution Overview 

Technology brings many benefits to operational practices, but it also poses potential risk to businesses. For 

instance, banks could bear a great capital loss in a cyberattack; ǎƻŎƛŀƭ ƳŜŘƛŀ ŎƻƳǇŀƴƛŜǎ ŎƻǳƭŘ ŘŜǎǘǊƻȅ ǳǎŜǊǎΩ 

confidence when personal data leakage occurs; the competitiveness of technology firms could be diminished 

once the confidential strategy or intellectual property is stolen by internal or former employees. Unexpected 

data loss or tampering in a hospital could even impact patientsΩ health. With these possible risks, enterprises 

nowadays are eager to look for a reliable security solution for their system and data center. 

QCT, as a global data center solutions provider, foresees the importance of an overall protection in terms of 

data centers. To address the complicated security threats, QCT discreetly chooses multiple security functions 

and integrates ǘƘŜƳ ƛƴǘƻ v/¢Ωǎ I/L Solutions. These functions are carefully ǾŀƭƛŘŀǘŜŘ ƛƴ v/¢Ωǎ I/L ǎƻƭǳǘƛƻƴ 

product lines, including QxStack vSAN ReadyNode Series, QxStack powered by VMware Cloud Foundation, and 

QxVDI Series to provide powerful and reliable protection for data centers. 

The security management process in different scenarios, including host level, data level, and traffic level, is 

taken into consideration, as shown in Figure 1. 

 
Figure 1. Overall security protection of QCT HCI Solutions. 

Host level 

A data center may be attacked by some malware when administrators boot a system, which can expose 

the data center to great threats like confidential data leakage and even malicious control. In order to pre-

vent unauthorized modifications of the boot kernel, the servers that QCT HCI Solutions adopt are all 

equipped with Secure Boot in the server firmware. 
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On top of that, the solutions also integrate the latest technology - Trusted Platform Module (TPM)1 to vali-

date the integrity of booting process, providing a second layer of confirmation. Both functions keep data 

centers away from malicious attack at the host level. 

Data level 

Data is a valuable asset for enterprises in all industries. Loopholes in the security design of a system poten-

tially exposes data to loss, leakage, or even tampering, which can result in great loss for enterprises. 

QCT HCI Solutions integrate industry-leading virtualized software - VMware vSphere® and VMware vSANTM 

to address the risks. With the integration work, valuable data can be well protected in diverse scenarios 

such as disk storage running apps, and data migration. 

Traffic level 

Traffic between Internet and data centers is one of the main targets for hackers. To strengthen the protec-

tion at different levels, QCT integrates VMware NSX® in QCT HCI Solutions to create virtual firewalls and 

precisely design security policies on diverse objects such as identity, IP sets, logical switch, resource pool, 

clusters, and even context. 

QCT HCI Solutions provide overall and reliable protection in different scenarios. WitƘ v/¢Ωǎ integration and 

validation working, customers can rest assured that valuable data will be protected. The system validations 

and security functions are respectively detailed in sections 4 and 5. 

  

                                                           

1 Trusted Platform Module (TPM) is an optional component in QCT HCI Solutions. For more information, please click 

http://go.qct.io/contact/contact-qct-solutions/ for contact 

http://go.qct.io/contact/contact-qct-solutions/
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4. Solution Architecture and Validation 

The solution utilizes QCT HCI server T42S-2U as the test platform, which loads hardware components and soft-

ware to demonstrate the integration of security functions and virtualized infrastructure. 

4.1. Hardware Architecture 

The four-node QuantaPlex T42S-2U server is utilized as the testbed to prove the availability of security fea-

tures for QCT HCI architecture, as shown in Figure 2. Some hardware components are chosen to build the hy-

per-converged data center with the security functions operated, as shown in Table 1. 

 
Figure 2. QuantaPlex T42S-2U Server. 

Table 1. Testbed configuration. 

Item Model Quantity/ Per node Quantity/ Per server 

CPU Intel Xeon Gold 5220 2.2GHz 2 8 

Memory DDR4-2666 32GB 8 32 

SSD нΦрέ {!¢! фслD. 1 4 

HDD нΦрέ {!{ мΦу¢. 5 20 

Boot device M.2 SSD 240GB 1 4 

TPM Intel TPM module 1 4 

SAS Mezz. SAS 3008A mezzanine 1 4 

4.2. Software Architecture 

The software suite adopted in the solution includes the VMware vSphere, vSAN, and NSX that respectively cover 

the virtualization of data center, storage, and network. Security functions are enabled via the software. The 

security functions at the host level target on ESXi and server node; the security functions at data level target on 

virtual machine (VM); the security functions at network level target on data center traffic. The adopted software 

suite is shown in Table 2. 

Table 2. Software configuration. 

Software Version License Edition 

VMware vSphere® 6.7  Enterprise Plus 

tŜǊ ƴƻŘŜ 9{·ƛϰ ƘȅǇŜǊǾƛǎƻǊ 6.7   Enterprise Plus 

VMware vSANϰ 6.7 Enterprise 

VMware NSX® 6.4 Enterprise Plus 

vCenter Server® Appliance 6.7  Standard 
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4.3. Solution Validation 

Ǿ{!b wŜŀŘȅbƻŘŜϰ ƛǎ ŀ ǇǊƻƎǊŀƳ created by VMware® to verify the compatibility between server platform and 

VMware-developed software and to guarantee the performance and stability of a solution. All solution details, 

including hardware components, firmware and driver, and software stack should be strictly examined to meet 

the rigorous requirements. To ensure QCT HCI Solutions pass Ǿ{!b wŜŀŘȅbƻŘŜϰ ŎŜǊǘƛŦƛŎŀǘƛƻƴΣ v/¢ spent a lot 

of effort assessing the feature of different server models, processing many phases of standardized validations, 

selecting components, configuring settings in different scenarios, and optimizing performance. By passing this 

certification, the HCI solutions are proven to be reliable. QCT HCI Solutions, including QxStack vSAN Ready-

Node Series, QxStack powered by VMware Cloud Foundation, and QxVDI Series, pass vSAN ReadyNodeΩǎ ǎǘǊƛŎǘ 

certification process. Customers can find QCT HCI Solutions on the direct link of VMware Compatibility Guide.  

 

Table 3. QCT HCI Solutions with vSAN ReadyNode certification. 

Ǿ{!b wŜŀŘȅbƻŘŜϰ 5Ŝǘŀƛƭǎ 

Model: HY4 -QCT-QuantaPlex T42S-2U 
Profile: HY-4 Series 
Type: Hybrid 
Partner Name: Quanta Computer Inc 
Generation: Gen3 - Xeon Scalable 

Components Details Quantity 

SKU QuantaPlex T42S-2U_HY4  

System 
Model: QuantaPlex T42S-2U 

System Type: Rackmount 
4 

CPU Intel® Xeon® Silver 4210 Processor (8core, 11M Cache, 2.10 GHz, 85 W) 8 

Memory 32GB 2666MHz DDR4 RDIMM 32 

Caching Tier 

Model: Intel® SSD D3-{псмл {ŜǊƛŜǎ {{5{/нYDфслDу όфслD.Σ нΦрέύ όhwύ {ŀƳπ
sung SATA SSD SM883 Series MZ7KH960HAJR00005 (960GB, 2.5-inch)     

Partner Name: Intel 

Device Type: SATA 

Capacity: 960 GB 

Performance Class: Class E: 30,000-100,000 writes per second 

TBW Endurance Class: Endurance Class C >=3650 TBW 

4 

Capacity Tier 

Model:  ST1800MM0129 

Partner Name: Seagate 

Device Type: SAS 

Capacity: 1800 GB 

20 

Controller 
Model: Quanta 3008A 

Queue Depth: 2936 
4 

NIC Model: ON 10GbE 82599ES 4 

Boot Device Model: M.2 4 

 

https://www.vmware.com/resources/compatibility/detail.php?deviceCategory=vsan&productid=43008&deviceCategory=vsan&details=1&vsan_type=vsanreadynode&vsan_partner=114&keyword=t42s&page=1&display_interval=10&sortColumn=Partner&sortOrder=Asc
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5. Solution Scenario 

This section describes the data center security in different scenarios, including host level, data level, and network 

level. 

5.1. Host Protection 

The weaknesses on system software, such as hijacking by a malicious root kit and the unauthorized modifica-

tion of the boot kernel can compromise the hosts and put the cloud at risk. To prevent the boot process from 

tampering and deter the operation of untrusted code, the Secure Boot protocol and the TPM microchip are 

implemented in QCT HCI Solutions to assure that the hypervisor is well protected. 

5.1.1. Secure Boot in UEFI 

The Unified Extensible Firmware Interface (UEFI) is a specification created by UEFI consortium to standardize 

an interface between operating system and firmware, and it is also a replacement for the BIOS. The Secure 

Boot is a protocol of the UEFI designed to ensure that the ǎȅǎǘŜƳΩǎ boot loader will not be tampered by com-

paring its digital signature against a digital certificate stored in the UEFI firmware. The digital signature is em-

bedded with the boot loader and is chained to the certificate in the UEFI firmware. To form the first defense of 

ƘƻǎǘΩǎ ǎȅǎǘŜƳ ōƻƻǘ, any unauthorized alteration of the boot loader will change the digital signature and the 

Secure Boot will discover the mismatch between signature and certificate, and further forbid booting. 

ESXi is composed of the elements such as boot loader, vmkboot, vm kernel, Secure Boot verifier, and vSphere 

installation bundles (VIB). The following sequence will describe how the ESXi boot process is protected by Se-

cure Boot, and the illustration is shown in Figure 3. 

1. When the host powers on and boots the ESXi, the hardware will first load the UEFI. 

2. The UEFI verifies the ōƻƻǘ ƭƻŀŘŜǊΩǎ ŘƛƎƛǘŀƭ ǎƛƎƴŀǘǳǊŜ ŀƎŀƛƴst the digital certificate in which the digital certificate 

is stored in the firmware provided by vendors. 

3. The boot loader loads the vmkboot. The VMware public key is stored in vmkboot. 

4. The vm kernel is signed using the VMware private key and the boot loader verifies the kernel with the public 

key. 

5. The kernel runs Secure Boot verifier. The VMware public key is stored in the Secure Boot verifier. 

6. The Secure Boot verifier validates ŀƭƭ ǘƘŜ ±L.ǎΩ ŘƛƎƛǘŀƭ ǎƛƎƴŀǘǳǊŜΣ ǿƘƛŎƘ ƛǎ chained to the key in the Secure Boot 

verifier. 

7. The ESXi management applications such as daemon and DCUI begin to run after all the validation processes 

are finished. 
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Figure 3. Process of host boot. 

To protect ESXi booting using Secure Boot, the following prerequisites are needed: 

· Secure Boot is enabled in UEFI. 

· ¢ƘŜ ±L.ǎ ŀǊŜ ǎƛƎƴŜŘ ǿƛǘƘ ŀǘ ƭŜŀǎǘ άǇŀǊǘƴŜǊǎǳǇǇƻǊǘŜŘέ ±aǿŀǊŜ ŀŎŎŜǇǘŀƴŎŜ ƭŜǾŜƭΦ 

· The hardware supports UEFI Secure Boot.  

Administrators can enable the Secure Boot in the BIOS, as shown in Figure 4.  
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 Figure 4. Enablement of Secure Boot on a host. 

The VIB is an important ESXi software package that ESXi file system is built upon. VMware defines four άŀŎπ

ceptance levelsέ ŦƻǊ ±L.ǎ ŀƴŘ 9{·ƛ Ƙƻǎǘǎ for verification standard. The acceptance level of VIBs cannot be 

chanƎŜŘ ōǳǘ ǘƘŜ ƘƻǎǘǎΩ acceptance level can be altered. ±L.ǎΩ ŀŎŎŜǇǘŀƴŎŜ ƭŜǾŜƭ has to reach at least the same 

level as hostǎΩ ŀŎŎŜǇǘŀƴŎŜ ƭŜǾŜƭ ǎƻ ǘƘŀǘ ±L.ǎ Ŏŀƴ ōŜ ƛƴǎǘŀƭƭŜŘ. The four certified levels defined by VMware are 

listed below: 

· VMwareCertified: VIBs need to be thoroughly tested and certified by VMware. This is the most rigorous 
certification standard; 

· VMwareAccepted: VIBs are tested by partners and the results need to be verified by VMware; 

· PartnerSupported: VIBs are tested by the partners that VMware trusts in. ¢ƘŜ ǇŀǊǘƴŜǊǎΩ test results do 

not need to be verified by VMware; 

· CommunitySupported: VIBs are created by individuals or organizations ǘƘŀǘ ŀǊŜ ƴƻǘ ±aǿŀǊŜΩǎ ǇŀǊǘƴŜǊ 

and the VIBs do not need to be validated by VMware. 

Typically, the protection of Secure Boot is to prevent the use of unsigned VIB. If the unsigned VIBs are inserted 

into the ESXi installed on the server, the Secure Boot can halt the boot of this ESXi to stop the operation of un-

signed VIBs. The purple screen of death (PSOD) triggered by Secure Boot is shown in Figure 5. 
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Figure 5. PSOD of ESXi triggered by Secure Boot. 

The Secure Boot can also halt the installation of unsigned VIB and the change of VIB acceptance level on the 

installed ESXi. An example of άŎƻƳƳǳƴƛǘȅ-ǎǳǇǇƻǊǘŜŘέ ±L. ƛƴǎǘŀƭƭŀǘƛƻƴ with Secure Boot enabled is shown in 

Figure 6. The installation of unsigned VIB and the change of acceptance level on the host halted by Secure Boot 

can protect the host from unknown codes and changes. 

 
Figure 6. Halt of unsigned VIB installation and change of hƻǎǘΩǎ acceptance level. 

In conclusion, the Secure Boot function provides ESXi a firmware-level boot verification and forms a basic 

check on the system. The advantages of implementing Secure Boot include: 

· Assuring that the hypervisor only boots with a signed boot loader validated by the firmware. 

· Verifying if VIBs match the VMware digital certificate. 

· Preventing the unauthorized VIBs installation after the boot. 
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5.1.2. Trusted Platform Module 

Trusted Platform Module (TPM)2 is a microchip that can securely store values such as measurements, certifi-

cates, or encryption keys to authenticate the platform. It can also be utilized to digitally sign content and store 

platform information to ensure that the system is trustworthy without any unauthorized modification. To form 

a second defense for the ESXi, TPM can verify if the ESXi boot process is validated by Secure Boot. By combin-

ing Secure Boot and TPM, customers can get multiple layers of protection on ESXi boot process. 

Before adopting TPM, customers need to prepare an ESXi version with TPM support. ESXi 6.7 with TPM version 

2.0 support is adopted in this reference architecture. The measurements stored in TPM will be compared with 

what ESXi submits by vCenter. 

During the boot of ESXi host with Secure Boot and TPM enabled, ESXi will be verified by Secure Boot (as men-

tioned in section 5.1.1). The component, vmkboot, within the boot loader will input the hash values of mod-

ules and settings into TPM chip. After the host completes the boot, vCenter compares the hash values in TPM 

against the hash values and metadata in ESXi logs, and eventually determines if the attestation passes or fails, 

as shown in Figure 7. 

 
Figure 7.  HƻǎǘΩǎ ōƻƻǘ ǇǊƻŎŜǎǎ ǿƛǘƘ ¢taΦ 

To utilize the TPM chip, the chip is enabled in the BIOS so that the TPM can be detected and operate normally, 

as shown in Figure 8. 

                                                           

2Trusted Platform Module is an ƻǇǘƛƻƴŀƭ ŎƻƳǇƻƴŜƴǘ ƛƴ v/¢Ωǎ ǎƻƭǳǘƛƻƴǎΣ QxStack vSAN ReadyNode Series, QxStack pow-

ered by VMware Cloud Foundation, and QxVDI Series. 
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Figure 8. Discovery of TPM 2.0 device in BIOS.   

After the TPM chip on the server node is activated and ESXi boot is finished, the vCenter Server will display if 

the attestation of the ESXi host is passed. If the hostΩǎ ŀǘǘŜǎǘŀǘƛƻƴ is failed, the alarm will appear to inform ad-

ministrators. In this example, the Secure Boot is disabled on a host which makes the attestation failed, as 

shown in Figure 9. 

 

 
Figure 9. ESXi attestation results shown in vCenter. 

In conclusion, TPM offers a mechanism to assure that ESXi is booted with Secure Boot turned on. With the com-

bination of firmware Secure Boot function and TPM microchip, a root of trust can be started on every node in a 
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data center which not only achieves foundational security on hosts but also establishes effective security policies 

in the cloud. 

 

5.2. Data Protection 

To prevent cloud data from hijack during migration and support Windows in-guest protection features, the VM 

encryption, vSAN encryption, virtual TPM, VM Secure Boot, and encrypted vMotion are good methods to avoid 

data from leaking. By adopting these methods, QCT HCI Solutions can provide strong encryption for the valua-

ble data in the cloud. 

5.2.1. Protection on Virtual Machine 

VM Encryption 

Traditionally, the encryption solutions commonly used by enterprises are in-guest and infra-based solutions, 

such as guest encryption, Self-Encrypting Drives (SED), Host Bus Adapter (HBA) encryption, and switch encryp-

tion. The challenges of these solutions are:  

· Inconsistency of cross-platform encryption policy. 
· Data exposure before entering the encryption medium. 
· Complexity of configuring physical host. 
· Difficulty in migrating the data between datastores and hosts. 

The VM encryption is a data protection method which enforces the encryption on VM files and the mechanism 
involves three components, Key Management Server (KMS), Key Encryption Key (KEK), and Data Encryption 
Key (DEK). KMS manages and distributes encryption keys according to ƘƻǎǘǎΩ demands; KEK is an AES-256-bit 
key provided by KMS and utilized by hosts to encrypt the DEKs; DEK is also an AES-256-bit key created by hosts 
and used to encrypt VMs. 

While performing the VM encryption, an ESXi host demands the encryption key from vCenter. The vCenter 

then demands a KEK from the KMS and passes to the ESXi host. The ESXi host generates DEK to encrypt the 

VM and their disks, and then encrypt the DEK with KEK from vCenter. To reach solid workload protection, the 

VM encryption utilizes AES-256-bit key which has high strength to protect VMs from hacking. The VM encryp-

tion process in the QCT HCI solution is detailed in Figure 10. 
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Figure 10. Detailed encryption process of a VM. 

Traditional encryptions such as HBA, SED, and in-guest encryption usually focus on specified scenarios or de-

vices, which is lack of consistency and effective authentication. VM encryption is executed on ESXi in the form 

of software code. The two principles, assurance and attestation, are applied on the encryption in QCT HCI solu-

tions. The assurance promises only the validated code is executed during the encryption tasks. In this case, 

ESXi hypervisor is verified by the Secure Boot to assure that ESXi is legal to run. The attestation is a method 

utilized to evaluate the assurance. TPM devices and vCenter Server operate together to validate the assurance 

and to prove that the ESXi and TPM are not compromised. With the two foundations, the VM encryption can 

secure services in the cloud effectively and consistently. 

The five advantages of VM encryption are listed below. 

· VM encryption is OS-agnostic at the VM level which can solve cross-platform issue. 

· The encryption happening directly on VMs in the hypervisor can prevent VM data from exposing to risks. 

· VM encryption is a software function. AŘƳƛƴƛǎǘǊŀǘƻǊǎ Řƻ ƴƻǘ ƴŜŜŘ ǘƻ ŎƻƴŦƛƎǳǊŜ ƘƻǎǘǎΩ ǎŜǘǘƛƴƎǎΦ 

· The encrypted VMs can be easily migrated among the hosts in a data center. 

· The AES-256-bit encryption key is utilized to protect VMs which is unpractical to hack. 

With VM encryption enabled in QCT HCI Solutions, ŎǳǎǘƻƳŜǊǎΩ VMs are sure to be solidly protected. 
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Virtual TPM 

Virtual TPM (vTPM) is another virtual device implemented in QCT HCI Solutions which can enhance the guest 

operation systems such as Window 10 or Windows server 2016 at security level. vTPM performs equivalent 

functions as a physical TPM device but the difference is that vTPM performs cryptographic processing capabili-

ties in software and allows Windows OS to write the measurements such as boot values or credentials into 

vTPM for specified use cases. 

vTPM exists as a VM hardware device and can be added or removed on demand. When a vTPM device is 

added, an Endorsement Key by default provides the vTPM a unique identity. Unlike traditional hardware TPM 

storing the ǾŀƭǳŜǎ ǎŜŎǳǊŜƭȅ ƛƴ ǘƘŜ άƴƻƴ-ǾƻƭŀǘƛƭŜ ǎŜŎǳǊŜ ǎǘƻǊŀƎŜέ component, vTPM stores data in a Non-Volatile 

RAM (NVRAM) file instead. NVRAM file is encrypted by the industry standard AES-256-bit encryption which 

can create a tamper-resistant storage for data. The benefits of adopting vTPM are listed as follows. 

1. With the utilization of vTPM, Windows 10 and Windows Server 2016 guest operating systems in the vir-

tual machines can be enabled to perform authentications on advanced security features such as the 

smart card, BitLocker encryption, and boot measurement. 

2. vTPM can solve the complexity in migrating VMs between hosts. If VMs use physical TPM to store data, 

the TPM data migration between hosts will need additional tools and operations to move data to another 

TPM securely, which consumes more time and efforts for administrators. However, a vTPM existing in 

άŦƛƭŜέ ŦƻǊƳŀǘƛƻƴ can be migrated within VMs to other hosts via a few clicks which provides great portabil-

ity. 

3. vTPM solves the storage space issue of physical TPM because the non-volatile secure storage, the place 

where a physical TPM stores data is measured in only kilobytes, is not suitable for a large number of VMs 

to store measurements. However, each VM can store data in its own vTPM to solve the space issue. 

4. Physical TPM is a slow hardware serial device. VMs will need to adopt a tool to perform API calls and exe-

cute crypto operations when a physical TPM is adopted. However, vTPM is in a software form which can 

be added to each individual VM and therefore solves performance and automation problems. 

5. The certificates in the vTPM can be changed simply by replacing files issued by other certificate authority, 

which brings management flexibility and convenience for administrators, as shown in Figure 11. 



Version 2.0 

  

20 Copyright©  2020-2021 Quanta Cloud Technology Inc. 

 
Figure 11. vTPM device and replaceable certificates. 

6. The physical TPM can be removed by anyone who can access to the server. However, a vTPM exists in 

software formation. Administrators can restrict management permissions and prevents the removal of 

vTPM. 

7. The use of vTPM requires the enablement of VM encryption. Therefore, the data in NVRAM file of the 

vTPM can be secured. 

In conclusion, with the adoption of QCT HCI solutions, vTPM enables the advanced security features for Windows 

10 and Windows Server 2016 VMs which allows administrators to manage vTPM-related operations easily. This 

is what traditional datacenter or other solutions fail to achieve. 

Virtual Machine Secure Boot 

As mentioned in section 5.1.1 above, the Secure Boot implemented in QCT HCI Solutions is able to provide a 

validation for boot process in a virtual machine which is equivalent to the Secure Boot function on physical 

machines. In the OS that supports Secure Boot, the boot software, including kernel, bootloader, and drivers 

are signed. Some default certificates are included in the virtual machines such as a Microsoft (MS) certificate 

for booting Windows OS, a MS certificate for third-party software, a VMware certificate for nested ESXi, and a 

MS key exchange certificate for authenticating demands to alter the Secure Boot configuration. 

The enablement of the {ŜŎǳǊŜ .ƻƻǘ ƛǎ ǎƛƳǇƭƛŦƛŜŘ ƛƴ ǘƘŜ ōƻƻǘ ƻǇǘƛƻƴǎ ƛƴ ŜŀŎƘ ƛƴŘƛǾƛŘǳŀƭ ǾƛǊǘǳŀƭ ƳŀŎƘƛƴŜΩǎ ǎŜǘǘƛƴƎ 

page and the EFI firmware should be chosen for operating Secure Boot, as shown in Figure 12. 


































