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Windows Server 2019 brings about tremendous changes and improvemerite to
Windows Server architecture. There are great improvements in the realm of hybrid
cloud,Sorage SacesDirect (S2D) security, HCI, and many others that help to take the
enterprise data center to the next level when running on topthed Windows Server
architecture.

Azure Stack HCI anide Windows Server Software Defined (WSSD) Program are both
invitation-only prograns in which solution providersre requested by Microsoft to
design hypeiconverged infrastructures with Windows Server technologies

One of the enhanced areas of functionality with Windows Server 2019 is the new
Remote Desktop ServicéRD$ features andfunctionality found in Windows Server
2019. ®Shas been a staple component of the Windows Server operating system for
quite some time and Windows Server 2019 takes those features and capabilities to the
highest level.

Azure Stack HCI offers the optinpgatform for VDI. Leveraging a validated HCI solution
YR aAONRaz2FiQa YI U dzNBDS)\cSswomerstan &eathijghly? LI { S NI
available and highly scalable architectsire

There are two types of virtual desktop solutions in the Microsoft ecosystem
Session Virtualization with Remote Desktop Services Host and Virtual Desktop
Infrastructureserved out byHyperV.You can use eitheplution or mix themeffectively

to meet the demands ofmost use cases presented to your business for remote
connectivity.

In addition, Azure Stack HCI VDI solutions provide unique -tlaseld capabilities for
protecting VDI workloads and clients:

1 Manage updatescentrally using Azure Update Management

1 Unified security management and advanced threat protection\fén
clients.
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Virtual Desktop Infrastructure, or VDI, uses server hardware to run desktop operating
systems and software programs on a virtual machine. For as long as operating system
virtualization existed, VDI offered the flexibility of running fiteehal desktop

workloads, on centralized servers.

Leveraging VDI in a business settivaga wide range of advantages, including keeping
sensitive company applications and data in a secure datacenter, accommodating a
bring-your-own-device policy withoutvorrying about personal data getting mixed with
corporate assets, reducing liability when corporate assets are tmstering both data
loss preventiorand exposure of sensitive data to potential corporate espionage
and/or hackers. In addition, VDI hasdome the defacto standard for supporting
remote and branch workeras well asdr providing access toontractorsand partnes.

C2RIFIeQa&a odzaAySaasSa INBE SYLRSSNAYy3a GKSANI SYL
multiple devices. With Virtualization andrittial Desktop Infrastructure (VDI)

technologies driving the modern workforoemployeesnow have more connectivity

and productivity options than ever before.

When it comes to utilizing Microsoft technologies for remote actesatisfybusiness
needs, Wihdows Server Remote Desktop Services offer a wide range of features and
capabilities. When used with underlying virtualization technologies, it provides a
powerful platform for remote access.
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Common Use Cases for Virtual Desktops

There are certaitommon use cases that are generally cited by many businesses as
the primary reasons for configuring a virtual desktop solution

T

Bring Your Own Device (BYOD) EnvironmeB¥OD can introduce a lot
of complexity, especially around security and other concerns
Controlling BYOD with all company policies can be difficult. However,
having a virtual desktop that can be accessed from the BYOD device
with all the company restrictions and policies in place is much more
feasible

Remote Contractors/TeleworkegsThis § one extremely common
scenario that drivevirtual desktops so remote contractors or

USt Sg2NJ SNBEycannettinta ANdsrgakate nvironment no
matter where they are locatedr which networks they are coming from

Running Windows applications onmVindows devices This allows
flexibility in running your Windows applications. Since published
applications are actually running on the Windows Server backend, this
allows them to be presentedn non-Windows devices for consumption

Performance and Remhcy Demands Certain desktops are critical
enough in nature that they need to be housed in data center
environments and on server class hardware and storage. Virtual
desktop environments make this possible as the virtual desktop
instance physically red®s on in the data center. Workloads housed in
the data center environment are afforded the protection of the data
center, including backups and other fadfes that are available.
Additionally, performance may dictate that the desktop environment is
as d¢ose as possible to the actual data. By placing the desktop in the
same data center as the backend data, this reduces latency and other
performance affecting variables

Disaster RecovenryDisaster recovery is a strong use case for virtual
desktops. Virtuatlesktops allow your workforce to be in a totally
different location from where your infrastructure is located. If there are
situations that keep workers from coming into the office, or if there is a
widespread disaster where workloads may fail over tofeecent
environment, virtual desktops alloprovisioning ofdesktop resources

for productivity and business applications
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Types of VDI Virtual Desktop Implementations

Two types of VDI deploymengxistin the Windows VDI worlgooled and personal
desktops. What is the difference?

 PooledcLy GKA& O2y FAIdzNY A2y > @&2dz aSi0 dzL.
When a user connects, they are automatically assigned a virtual
machine that is not in use. When the user disconnects, the bt
to a default state and the VM is added back to the pool to be available
for connection from other users

1 Personak Apersonal desktomllowsthe same VM tde assigned ta
specific useto cater to individuatequirements.Such a&/M may have a
particular configuration or softwarthat the specific user needs

Pooled desktops hold certain advantages over the personal desktops in terms of
maintenance and other administrative duties. The pooled desktops are generated from
ad bldé image VM. Since theadla is reset each time a user logs off, there is no need

to maintain specific VMs. You simply patch and update the Gold VM and all the other
VMs will be updated upon their next generation.

Personal desktops amdnvenient fordeaingwith end-user data. Sice they are
persistent, enduser dataare maintained locallyTherefore system administratorslo
not have to worry as much abotiow to save user@lata.
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TheEnhhancements with Windows Server 2019 RDS

RDS web clieng as part of theRD web clienin the browser, you can use the single
signon experience to allow authentication to be passed on to desktops you have
access to from the RDS web client. RDS web client is a little limited in what it can
redirect. You can create a PDF of the printout #reh print when you are connected.

GPU virtualizatioris a big part of user experience. More and more applications today
are requiring graphics acceleration. Discrete device assignment has been continually
improved in Windows Server 2019 including RDStakiity with GFX HW

acceleration, use of all available GPalsjimprovements on video detection and
handling.

Moving onto the Discrete Device Assignment or DDA function&liy Gt Qa 02 Y LJ- NB
and Remote vGPU in Windows Server 2019.

DDA:

Primary storyfor GPU acceleration in WS2019

Enhanced security and isolation

Guaranteed GPU performance

API compatibility (DirectX 12, OpenGL)

We are continuing to evaluate GRRJdrivers for VDI and RDSH

= =& -8 —a -8

Remote vGPU:
1 Deprecated in WS2019
1 dean OS installation cannohare RemoteFX vGPUs with new Hy@gevMs
1 Upgrade warning if RemoteFX vGPU is enabled in the upgraded OS
1 If you had a Remote FX vGBhabled VM it will continue to work after
upgrade
1 Admins can remove RemoteFX vGPU after upgrade to WS2019

RDSH (RemotBesktop Session Host) Improvements
When we look at the RDSH improvements found in Windows Server 2019, there are
several areas where improvements can be seen, including:

1 Video playback
o Hardware acceleration applied at any time
o Supports smooth playback wéimoving the video window
o Supports 4K downsampling

1 Device redirection
o Highlevel redirection of buikin or attached video camera
o Less network bandwidth compared to USB camera
o Increased video framerate, up to 30 fps
o Redirect multiple cameras
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1 Improvedprinting messages
o Message queuing that isubt-into the Windows client

1 User Input Delay performance counters
o Another measure to troubleshoot poor application performance
o Correlate with other performance counters (Active Sessions, &),
o Enabled byefault in WS2019 RDSH and Windows 10, version 1809

v/ BSLI 28 YDy

Hardwareand Softwarefor this Guide

Server Hardware BOM:

QuantaGrid D52BQU (2~4 nodes) (Alias nameSBQ

SKU Description Qty per, Total Version
unit
Server D52BQ2U 1 4| BIOSS2P_3R0
Platform BMC 3.33
CPU Intel Xeon Gold 5118 CPUs 2 8
(2.3GHz, 12ore, 16.5MB cache)
Memory Samsung 32GB DDR4 2666MHzECC 16 64
Register DIMMs
Cache {FYadzya mPdpHC. HO 4 16/ 104Q
Storage Seagatey ¢. o ®dpe {! ¢! 8 32 PNO1
(ST80OONMO0055)
BootDrive (LY GStf nynD H®dPpé 1 41 G2010140
HBA Card | QCT LSBAS 93046i-IT firmware 1 4 FW:1B03
mode
NIC Card | Mellanox Quanta OCP Mezz CX4, 1 4| FW:14.24.1000

Dual Port 25G

Network:

Switch:2x TORDuantaMesh T4048X8Dand 1x BM@uantaMesh T1048Y4R

~10~


https://www.qct.io/product/index/Networking/Ethernet-Switch/T4000-Series/QuantaMesh-T4048-IX8D
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Hardware:
The four servers were interconnectedusing Mellanox based 25GbE Ethernet RDMA card that
also support DCB/PFC/ETS Ethernet switoks.

The SSD ¢ache tier) + HDD (capacity tier) drives were added to a single S2D pool with multiple
volumes based on the number of QCT S2D server nodes.

Software:
Each server ran Windows Server 2019 Datacenter Edition and participated in a Windows Failover

Cluster (required for S2D).

The wlumes were configured for the operating system (OS)and data drives as 2way mirrored
volumes, resulting in one local copy of data and one remote copy on other nodes.

Client user workloads were run in Hyper-V virtual machines, with Windows 10 adopted as the
guest OS anda few apps installed on windows 10 Enterprise Edition. Each VM was configured

with 2 virtual cores (mapped to 1 physical core) and 8GB of RAM.

The disks included are as shown below:

Drive Size(GB) Purpose Note
C 40 Windows | Windows 10 client VM installed with
(O] Sysprepand other apps
D: 100 UserData | Client user data file

~12~



Server Nodes / Network Diagram
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Prepare the QCphysicalserver node

Best practices dictate that witeverynew server deployment, the first task is to review
the system firmware and drivers relevant to the incoming operating system. If the
system has the latest firmware and drivers installed it will expedite tech suppdst
andmay reduce the need for sudalls.

https://qgct.io/product/index/Server/rackmouniserver/2URackmount
Server/QuantaGridd52B@2U#download

~14~
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In this tutorial, we wilshowhow to set up a RDS farm in Windows 2016/2019 with

the following features:

1 Remote Desktop Session Host (x2)

Service broker for the distribution of connections

Setting up a collection

Publishing RemoteApp on a web portal

Remde Desktop Gateway

User Profile Disk (UPD)

= =4 —4a -4 -

For the establishment of a compleRDSarm, it takes at least 4 servers without
counting the domain controller and file server and print. All the servers on the farm
must be in the field.

Composition:

Name IP Roles

RDSDKP153.ws19demo.qct | 10.106.5.153 | Remote Desktop Session Hast

RDSDKP155.ws19demo.qct | 10.106.5.155 | Remote Desktop Session H@st

RDSBRK152ws19demo.qct || 10.106.5.152 | Service Broker / License Manager

RDSWEB154ws19demo.qct | 10.106.5.154 | Gateway Remote Desktop / Web Accs

RDSAPR151ws19demo.qct | 10.106.5.151 || Remote APP Publish Host

For the realization of tis tutorial, we used an AD servedcOlws19demo.qcwith the
IP address@10648.100. DC is used for storing UPDs.

Server roledefinitions that are part of an RDS farm.

Remote Desktop Sessittost:On these servers, the user sessions are apbith
allowsthem to work.

Servicebroker: This is the circulation agent for sessions in an environment with
multiple remote desktogsession hosts.

Remote Desktoatewayits primary role is to enable secure access to the RDS
infrastructure from the Internet. It connects to the farm using HTTPS and filter
connections using access policy.

Web AccessPublishes a web portal that allovescess to applications via RemoteApp
via an Internet browser. This role is also used for RemoteApp access for Windows
clients. Through this portal, it is also possiblendudepassword changéor the users.

LicenseManager:This service is used focdinse distribution (CAL RDS).

~15~
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The tutorial was made under Windows 2012R2. The deployment of an RDS farm under
Windows 2016 and 2019 is almost identical.

~16~



Preparation of the environment

1. Move the Remote Desktop Session Host Servers to an OU

QCT

This operatiorwill allow subsequently apply specific GPO at the RDS environment
using doopback policyor user parameters.

Open the Active Directory Users and Computers console, create a specific OU for the
Remote Desktop Session Host servers, and move them in.

]| Active Directory Users and Computers

File Action View Help

o9 2@ 0Bz Hm tauTah

] Active Directory Users and Computers |

| Saved Queries
v 3 ws19demo.qct
| Builtin

Computers
2| DemoSite
2| Domain Controllers
ForeignSecurityPrincipals
Managed Service Accounts
2| SESDM
2] UiPath

Users
2| RDS-demo

MName Type

IEIRDS-APP-151  Computer
& RDS-BRK-152  Computer
& RDS-DKP-153  Computer
I&IRDS-DKP-135  Computer
& RDS-WEB-154 Computer

Description

2. Onafile server (DCO01), create a folder for storing URDBare the folder, the
accounts of the computers having the remote desktop session host role (RDS
DKP153% and RDBKP155%) must have full control.

N

General Sharng  Securty Previous Versions  Customize

Network File and Folder Sharing

upd
Not Shared

Netwarkc Path:
Net Shared

Share...

Advanced Sharing

Set custom permissions. create multiple shares, and set other
advanced sharing options.

GAduanced Sharing...

[+ share this folder
Settings

Share name:

| upd

Remove

Limit the number of simultancous users to:

Comments:

Permissions Caching

OK Cancel

~17~

Permissions for upd

Share Permissions

Group or user names

82 Everyone

[ RDS-DKP-153 (WS 1SDEMO\RDS-DKP-1538)
I3 RDS-DKP-155 (WS 19DEMO\RDS-DKP-1558)

Add...

Pemissions for RDS-DKP-155 Allow

Remove

Full Control
Change
Read

oog 3

Corce

Apply




3. AddDNS records
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Create a type A record witihe same name that will point to the IPs of your remote
desktop session host, as shown below.

£, DNS Manager - O ]
File Action View Help
O EEE L
~
2 [ENS Mame Type Data Timestamp
j pcol ﬂWS‘IEBQ-SZD-fc Host (4) 10.16.0.91 12/18/2018 4:00:00 PM
v B q.‘o;'wmje[”&kq‘tz [El(same as parent folder) Host (4) 10.20.132.200 4/11/2019 1:00:00 PM
v _9"’"3'd o° L;‘;dmes Elacoo Host (A) 10.20.132.200 static
.| _msdcs.ws19demo.qe
= ;v;‘l‘)demoqd 4 E-lbonouipathdemo Host (&) 10.20.132.205 10/24/2019 5:00:00 PM
= ﬁé\rerse Lookulp Zones E-l(same as parent folder) Start of Authority (SOA) [2143], dc01ws19demo.ge..,  static
= Trust Points E—I(same as parent folder) Mame Server (M5) dcllws19deme.qget. static
: Conditional Forwarders H(same as parent folder) Mame Server (M5) dellws19deme.qget, static
= |rds Host (A) 10.106.5.153
E—Irds Host (4) 10.106.5.135
E—lrdsgw Host (4) 10.106.5.154

| added a record of type A RDS Gateway pointing to the IP of the servéVRB4
to be able to use the gateway internally.

In production, it will be necessary to provide a recording on a domain accessible from
the Internet of type A on a public IP and to set up a rule on router / firewall to

authorize the traffic on the port 443.

4. Server ManagerAdd Servers in One Console
Touse the Windows Deployment Tool, you must add the servers that make up the RDS

environment in one console.

The following operations are to be done on the serverBBR&8152.ws19demo.qct

1. From the server manager, click Add more servers to manage

Server Manager * Dashboard

1588 Dashboard

WELCOME TO SERVER MANAGER

Add roles and features

-@1F

o Configure this local server

Add other servers to manage

i Local Server

ii All Servers

ii File and Storage Services P
QUICK START
WHAT'S NEW
LEARN MORE

Manage Toaols

View Hel|

Hide

~18~
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2. Search in the Active Directory to view the available computers. Select the computers
that make up the RDS 2 infrastructure and click on the 3 arrows to add them.

Server Manager * Dashboard @1 F Merage T

Fﬁ Add Servers

I88 Dashboard
i Local Server
ii All Servers DNS Import Selected
B Fi - Computer
C Frari S Sy Location: | ws19demo @| P
} 4 WS19DEMO.QCT (5)
Operating System:| All v
[PEELIE)s RDS-APP-151
Name (CNJ: |,ds RDS-BRK-152
RDS-DKP-153
RDS-DKP-153
RDS-WEB-154
Name Operating System

RDS-APP-151 Windows Server 2019 Datacenter Evaluation
RDS-BRK-152 Windows Server 2019 Datacenter Evaluation
RDS-DKP-153 i S 2019 Datacenter Evaluation

R KP-155 i Datacenter Evaluation

RDS-Server-1 Windows Server 2019 Datacenter

RDS-WEB-154 Windows Server 2019 Datacenter Evaluation

6 Computer(s) found 5 Computer(s) selected

Help [ ok |[ cancel
| T [ [ - |

3. On the server managgego to[All Serverkto view them.

@ ~| Server Manager * All Servers 1@ | P Manage  Took  View  He

= SERVERS
Dashboard ll All servers | 5 total TASKS ¥
Local Server
Filter el v
All Servers
B§ File and Storage Services P Server Name | IPv4 Address Manageability Last Update Windows Activation

RDS-APP-151 10.106.5.151 Online - Performance counters not started 11/26/2019 7:01:41 PM  00431-20000-00000-AA632 (Activated)
RD5-BRK-132 10.106.5.132 Cnline - Performance counters not started  11/26/2019 6:56:18 PM  00431-20000-00000-AA552 (Activateg
RD5-DKP-153 10.106.5.153 Online - Performance counters not started  11/26/2010 7:01:42 PM  00431-20000-00000-AA233 (Activateg
RD5-DKP-155 10.106.5.155 Online - Performance counters not started  11/26/2010 7:01:41 PM  00431-20000-00000-AA271 (Activateg

RDS-WEB-154 10.106.5.154 Online - Performance counters not started  11/26/2019 7:01:41 PM  00431-20000-00000-AA064 (Activateg

~19~



4. From the Server Manag&ashboard, click Create Server Group

Server Manager * Dashboard G Manage  Tools

Dashboard WELCOME TO SERVER MANAGER

i Local Server
ii All Servers . .
o _ o Configure this local server
WE File and Storage Services b -
QUICK START
2 Add roles and features
3 Add other servers to manage
WHAT'S NEW —
4 Create a server group
5 Connect this server to cloud services
Hide
LEARN MORE

5. Namethe group, select the serverand click on the arrow to add them.

Server Manager * Dashboard - @} | P Manage

Dashboard [ Create Server Group

I Local Server Server group nanfe |QCT-RDS

ii All Servers

ii File and Storage Seny Active Directory DNS Import | Selected
Computer
Filter, |
4 WS19DEMO.QCT (5)
Mame IP Address Operating System -

RDS-DKP-153
RDS-WEB-154
RDS-DKP-155
RDS-BRK-152

RDS-APP-151ws19dem.. 10.106.5.151 Microsoft Windows Se
fed0:612fb37c

RDS-DKP-153.ws19dem... 10.106.5.153 Microsoft Windows Se
feB80:d182:6a3...

RDS-WEB-154.ws19dem... 10.106.5.154 Microsoft Windows Se
feB80:804df:0f46....

RDS-DKP-155.ws19dem...  10.106.5.155 Microsoft Windows Se
feB0:c87d:6ae...

RDS-BRK-152ws19dem...  10.106.5.152 Microsoft Windows Se
fel0:d:6d52:20...

7 (\u} | r Manage Tools

Sa= SERVERS

Dashboard l. All servers | 5 total TASKS ¥
i Local Server .
- Filter L ~
BE All Servers
E§ File and Storage Services b Server Name | [Pv4 Address Manageability Last Update Windows Activation

i QCT-RDS
RDS-APP-151 10.106.5.151 Online - Performance counters not started 11/26/2019 7:06:18 PM 0043 1-20000-00000-AA632 (Activatec|

RDS-BRK-152  10.106.5.152  Online - Performance counters not started  11/26/2019 7:06:19 PM  00431-20000-00000-AA552 (Activated
RDS-DKP-153 10.106.5.153  Online - Performance counters not started 11/26/2019 7:06:18 PM  00431-20000-00000-AA233 (Activateq
RDS-DKP-135 10.106.5.155 Online - Performance counters not started  11/26/2019 7:06:18 PM  00431-20000-00000-AA271 (Activateq
RDS-WEB-154 10.106.5.154 Online - Performance counters not started 11/26/2019 T:06:18 PM  00431-20000-00000-AA064 (Activateq

~20~
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DeployingRDSoles

The deployment of an RDS infrastructure is facilitated by the tool built into the server
managers, in a singlaanipulation the following roles will be installed:

1 Remote Desktop Session Host
1 Broker

1 Remote Desktop Access via the Web

1. From the Server Manager, click ManageAdd Roles and Features

Installation Type: Select Remote Desktop Services Installation

Server Manager * QCT-RDS @1V vorage oo
= SERVERS
i& Dashboard l. All servers | 5 total
[z, Add Roles and Features Wizard — [} X

B Local Server

BE All Servers
DESTINATION SERVER

ii File and Stor: Se'e\(:t I"‘lStaHatOﬂ t‘}/pe Mo servers are selected.

Select the installation type. You can install roles and features on a running physical computer or virtual

Before You Begin ; S .
= machine, or on an offline virtual hard disk (VHD].

Installation Type

() Role-based or feature-based installation
Configure a single server by adding roles, role services, and features.

-
(® Remote Desktop Services installation

Install required role services for Virtual Desktop Infrastructure (VD) to create a virtual machine-based
or session-based desktop deployment.

< Previous | | Next > Deploy Cancel
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2. Deployment Type: select Standard Deployment

IFﬁ Add Reles and Features Wizard - O X
—~ DESTINATION SERVER
Select deployment type No servers are selected

Remote Desktop Services can be configured across multiple servers or on one server.

(®) Standard deployment
A standard depleyment allows you to deploy Remote Desktop Services across multiple servers,
) Quick Start

A Quick Start allews you to deploy Remote Desktop Services on one server, and creates a collection
and publishes Remotefpp programs.

Confirmation

Cancel

(]
m

| < Previous | | Next > |

3. Deployment Scenario: Sessibased desktop deployment

ff= Add Reles and Features Wizard — O *

DESTIMATION SERVER

Select deployment scenario Standard deployment seected

Remote Desktop Services can be configured to allow users to connect to virtual desktops, Remotefpp

Before You Begin ;
programs, and session-based desktops.

Installation Typs

() Wirtual machine-based desktop deployment

Virtual machine-based desktop deployment allows users to connect to virtual desktop collections
that include published RemateApp programs and virtual desktops.

(®) Session-based desktop deployment

RD Connection Broker
Session-based desktop deployment allows users to connect to session collections that include

PRI EE published RemoteApp programs and session-based desktops.

RD Session Host

Confirmation

< Previous | | Next > Deploy Cancel

~22~



4. The wizard summarizes the roles that will be deployed.

QC

Fﬁ Add Reles and Features Wizard

Before You Begin
Installation Type

Deployment Ty

Role Services

RD Connaction Broker

RD Web Access

RD Session Host

Confirmation

Review role services

O X

DESTINATIOM SERVER
Standard deployment selected

The following Remote Desktop Services role services will be installed and configured for this
deployment.

()
©

=

Remote Desktop Connection Broker
Remote Desktop Connection Broker connects or reconnects a client device te Remotelpp
programs, session-based desktops, and virtual desktops.

Remaote Desktop Web Access
Remote Desktop Web Access enables users to connect to resources provided by
collections and virtual desktop collections by using the Start menu or a web br

Remote Desktop Session Host
Remote Desktop Session Host enables a server to host RemoteApp programs or sessien-based
desktops

o The credentials of the W519DEMOVAdministrator account will be used to create the
deployment.

| < Previous | | Next > |

Cancel

Deploy

5. Service brokerselect the server that will have the role, click on the arrow to add

B Add Reles and Features Wizard

Before You Begin

Installation Type

RD Session Host

Confirmation

Specify RD Connection Broker server

O X

DESTINATION SERVER
Standard deployment zelected

Select the servers from the server pocl on which to install the RD Connection Broker role service.

Selected

Computer
Filter: |

4 WS519DEMO.QCT (1)
MName IP Address Operating RD5-BRK-152
RDS-APP-151.ws19dem...  10.106.5.151
RDS-DKP-153.ws19dem...  10.106.5.153
RDS-WEE-134ws19dem... 10.106.5.154

RDS-DKP-155.ws19dem...
RDS-BRE-152.ws19dem...

10.106.5.155
10.106.5.152

5 Computer(s) found 1 Computer(s) selected

< Previous | | MNext »

Cancel

Deploy
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6. Remote Desktop Web Access: Select the server that will thewele

QCT

Fﬁ Add Roles and Features Wizard

Specify RD Web Access server

Before You Begin Select a server from the server pool on which ta install the RD Web Access role service.

Installation Type [] Install the RD Web Access rale service on the RD Connection Broker server

O X

DESTIMATION SERVER
Standard deployment selected

RDS-WEB-154.ws19dem...
RDS-DKP-155.ws19dem...
RDS-BRK-152ws19dem...

10.106.5.154
10.106.5.155
10.106.5.152

Deployment Type

Deployment Scenario Selected

Role Services Computer

D action Broke Filter: |

D Connection Broker 4 WS19DEMO.QCT (1)
Mame IP Address Operating RD5-WEB-154

RD Session Host RDS-APP-151ws19dem... 101065151

Confirmation RDS-DKP-153ws19dem... 10.106.5.153

5 Computer(s) found 1 Computer(s) selected

| < Previous | | Mext = | Deploy

Cancel

7. Remote Desktop Session Hosts: Select the servers that will have the role

Fﬁ Add Roles and Features Wizard

Specify RD Session Host servers

Before You Begin

Installation Tvpe one server is selected, the RD Session Host role service will be deployed on all of them.
stallats ype

Deployment Type
Server Pool

DESTIMATION SERVER
Etandard deployment selected

Select the servers from the server pool on which to install the RD Session Host role service. If more than

O X

RDS-DKP-153.ws19dem...

10.106.5.153

RDS-WEB-154.ws19dem...  10.106.5.154

RDS-DKP-155.ws19dem...  10.106.5.155
RDS-BRK-152ws19dem...  10.106.5.152

Confirmation

Selected
AT Computer
lole Services Filter: |
RD Connection Broker 4 WS19DEMO.QCT (2)
Name IP Address Operating RDS-DKP-153
RDS-DKP-155
RDS-APP-151.ws19dem...  10.106.5.151

5 Computer(s) found 2 Computer(s) selected

< Previous | | Next > Deploy

Cancel

~24~



QC

8. Check the bojRestart the destination servemutomaticallyif required], then click
on [Deploy

[ Add Reles and Features Wizard

Confirm selections

Before You Begin

Installaticn Type

Deployment Typ

Role Services

RD Connaction Eroker

RD Web Access

RD Session Host

Confirmation

DESTIMATION SERVER
Standard deployment selected

To complete the installation, you must restart the RD Session Host servers, After installation is complete
on the remote computers, the local computer will be restarted.
RD Connection Broker (1 server selected)
RDS-BRK-152.ws19demo.qgct
RD Web Access (1 server selected)
RDS-WEB-154.ws19demo.qct
RD Session Host (2 servers selected)
L. The following servers may restart after the role service is installed.

RD5-DKP-153.ws19demo.gct
RDS5-DKP-155.ws19demo.gct

estart the destination server automatically if required

Next > | Deploy Cancel

9. From the sever manager, go to Remote Desktop Services. From this view, an
overview of the deployment is visible.

Overview

Servers

Collections

- (‘@ | r Manage  Tools

MEFRWIIVIEINT WYEN WEFLUTIVICING DERY
Last refreshed on 11/2

RD Connection Brok -BRK-152.ws19demo.qct TASKS

Managed as : WS19DEMO\Administrator

@ @ Server FQDN
RDS-BRK-152WS19DE

RD Web Access RD Gateway RD Licensing RDS-DKP-153ms19der

RD Connection Broker
GJ F

RD Virtualization Host RD Session Host

RDS-DKP-135.ws19der
RDS-WEB-154.ws19de
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“ Remote Desktop Services * Servers Manage Tools  View

SERVERS
Overview ® All servers | 4 total

C,
el Filter el Y.
Collections

Server Name  IPvd Address Manageability Last Update Windows Activation

RDS-BRK-152 10.106.5.152 Online - Performance counters not started 11/26/2019 10-. 00431-20000-00000-AA552 (Activate]
RDS-DKP-153  10.106.5.153  Online - Performance counters not started  11/26/2019 10:46:19 PM  00431-20000-00000-A4233 (Activate
RDS-DKP-155 10.106.5.155 Online - Performance counters not started  11/26/2019 10:46:19 PM  00431-20000-00000-AA271 (Activate
RDS-WEB-154 10.106.5.154  Online - Performance counters not started  11/26/2019 10:46:19 PM  00431-20000-00000-AA064 (Activate

EVENTS
All events | 1 tota TASKS ¥
Filter el s
Server Name ID Severity Source Log

RDS-BRK-152 1 Error Microsoft-Windows-Remote-Desktop-Management-Service  Microsoft-Windows-Remote-Desktop-Manage

Manage Tools View

D COLLECTIONS

Overview Last refreshed on 11/

Servers

Collections

=
MName Type Size Resource Type Status

HOST SERVERS CONNECTIONS
Last refreshed on 11/26/2019 10:42:47 PM | All servers | 2... | TASKS ¥ Last refreshed on 11/26/2019 10:48:02 PM | All connection..
Filter i v Filter i
a
Server Name  Type Virtual Desktops  Allow New Connecti Collection Name  Server FQDN  User Session State  V
RDS-DKP-153 RD Session Host N/A True
RDS-DKP-155 RD Session Host N/A True
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_ _ QCT
Setting up a collection

A collection allows remote desktop configuration by specifying the hosts that make up
the collection and who caaccess it.

It is at the collection level that the use of User Profile Disks (UPDs) and applications
published in RemoteApp via Web Access is configured.

Create a collection

1. From the Server Manager on the collection management page, click on RAGKS
Create a collection fessions

e Server Manager

@ ¥ “Remote Desktop Services * Collections @ | P Mamsge  Took  View

COLLECTIONS
Qverview Last refreshed on 11/26/2019 10:42:47 PM | All collections | 0 total

Servers

0o _EJ. - 5. -
Collections

Edit Deployment Properties
+ Type Size Resource Type Status

LA

B

SERVERS CONNECTIONS
reshed on 11/26/2019 10:42:47 PM | All servers | 2. | TASKS ~ Last refreshed on 11/26/2019 10:48:02 PM | All connection... | TASKS
o @ @Ev v Filter o B @
3
r Name Type Virtual Desktops  Allow New Connectig Collection Name Server FQDN  User  Session State  Virtual Desktop
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2. Enter the name of the collection and click Next.

¥+ Remote Desktop Services * Collections - @) Manage  Tools
_ COLLECTIONS
(1 Overview Last refreshed on 11/26/2019 10:42:47 PM | All collections | 0 total

Servers

A

f& Create Collection _ o w

Name the collection

FeaARm
v

H

A session collection name is displayed to users when they log on te a Remote Desktop Web Access
server,

Before You Begin

Collection Name

Name:

RD Session Host
RDS-RD1demd|

User Groups

User Profile Disks I):

<Pleviuus|| Mext > | | Create || Cancel

3. Add the Remote Desktop Session Host servers from the collection and click Next.
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