
A Carrier-Grade Infrastructure 
Pre-integrated and Validated for 
Network Service Providers

QCT QxStack Network Function Virtualization (NFV) Infrastructure with Red Hat® OpenStack® 
Platform is an optimized platform for network service providers and telecommunications service 
providers following the industry standard European Telecommunications Standards Institute (ETSI) 
NFV architecture. QxStack NFV Infrastructure with Red Hat OpenStack Platform adopts QCT’s 
hardware platforms powered by the latest Intel technologies and is integrated with Red Hat 
OpenStack Platform and Red Hat Ceph Storage, featuring scalability and high availability. QCT 
implements Enhanced Platform Awareness (EPA) technologies to improve network performance 
and satisfy modern NFV requirements. Validated by the Open Platform for NFV (OPNFV) Yardstick 
and TRex test suites, QCT provides QxStack NFV Infrastructure with Red Hat OpenStack Platform as 
a carrier-grade solution.

Optimized solution with 
auto deployment tool to 
accelerate time-to-market

Enabled EPA features with 
validated test suite to 
improve network 
performance.

Integrated Red Hat 
OpenStack Platform with 
Red Hat Ceph Storage for 

Adheres to ETSI standards 
for openness and full 
compatibility.
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Intel Inside®. New Possibilities Outside. 
Powered by Intel® Xeon® processors

Found at: www.QCT.io/wheretobuy

QxStack 
NFV Infrastructure 
with Red Hat 
OpenStack Platform

U
Red Hat OpenStack Platform is an open and standardized NFVI platform which 
supports various NFV use cases. From the physical layer to the virtualization layer, QCT 
builds an interoperable NFV foundation without lock-in, that avoids issues from 

The stack adopts EPA designs and fully takes advantage of QCT NUMA-balanced 
systems. With NUMA awareness and CPU pinning, QxStack NFV Infrastructure with 
Red Hat OpenStack Platform is able to allocate resources separately; while with PCI 
pass-through technology, the compute nodes with DPDK and SR-IOV enablement are 
proved to improve network performance.
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About QCT
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Guaranteed Scalability and High Availability
Q

Validated by Yardstick and TRex Test Suites
T

Automated Deployment for Large Scale


